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It is widely accepted that the dynamic of en-
tanglement in the presence of a generic circuit
can be predicted by the knowledge of the sta-
tistical properties of the entanglement spec-
trum. We tested this assumption by apply-
ing a Metropolis-like entanglement cooling al-
gorithm generated by different sets of local
gates, on states sharing the same statistic. We
employ the ground states of a unique model,
namely the one-dimensional Ising chain with
a transverse field, but belonging to different
macroscopic phases such as the paramagnetic,
the magnetically ordered, and the topological
frustrated ones. Quite surprisingly, we observe
that the entanglement dynamics are strongly
dependent not just on the different sets of
gates but also on the phase, indicating that
different phases can possess different types of
entanglement (which we characterize as purely
local, GHZ-like, and W-state-like) with differ-
ent degree of resilience against the cooling pro-
cess. Moreover, in some circumstances, we ob-
serve a scrambling effect by the algorithm that
produces a Wigner-Dyson entanglement spec-
trum statistics on a state that does not obey
a volume law for the entanglement entropy.
Our work highlights the fact that the knowl-
edge of the entanglement spectrum alone is not
sufficient to determine its dynamics, thereby
demonstrating its incompleteness as a charac-
terization tool. Moreover, it shows a subtle
interplay between locality and non-local con-
straints.

1 Introduction

Entanglement is the most distinctive mark of quan-
tum mechanics [1, 2] and an essential resource for
many technological devices currently in develop-
ment [3-5]. Therefore, it is easy to understand the
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growing interest in characterizing entanglement, es-
pecially in quantum many-body systems, as they rep-
resent the platform on top of which such devices are
to be implemented. Characterization of entanglement
is paramount in this context, as it is not just the sheer
amount of entanglement which plays a crucial role in
quantum applications. This is because some entan-
gled states can be described efficiently also through
classical resources. To provide an example, it is known
that quantum circuits starting from factorized states
diagonal in the computational basis and made by
gates from Clifford’s group [6], can be efficiently sim-
ulated on a classical computer despite the amount
of entanglement of the output state |7, 8]. The re-
sulting states are known as “stabilizer states’. How-
ever, adding gates outside Clifford’s group, such as
T-gates, makes it impossible to simulate the circuits
efficiently on a classic computer [9-11]. The difference
between the two cases can be characterized by looking
at the statistical properties of the entanglement spec-
tra. While in the second case, the output generally
develops a Wigner-Dyson distribution in the entangle-
ment spacing statistics, in the first one, the Poisson
distribution is always obtained [9, 10, 12]. This dif-
ference plays a key role in the theory of quantum in-
formation, since only circuits doped with T-gates are
capable of universal computation, as they can reach
any state in the Hilbert space independently of the
initial state [13, 15].

An alternative way of analyzing this difference is
to use the concept of stochastic irreversibility (or ro-
bustness) of entanglement. The idea behind this ap-
proach is to obtain information on the entanglement
structure of a state by observing its evolution under
the action of an entanglement cooling algorithm. At
its core, this algorithm is the usual Metropolis Monte
Carlo protocol, with the cost function played not by
the energy but by an entanglement measure. A trans-
formation, chosen from a predefined set, is applied to
the initial state, and the entanglement value of the
new state is determined. The new state is accepted
(retained) if the cost function has decreased and with
a certain probability otherwise. While states with a
Poissonian statistic of the entanglement spectrum are
not very resistant to this approach, i.e. after a few
steps, the total amount of entanglement in the sys-
tem tends to vanish, the cooling algorithm proves to
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be almost ineffective in states where this statistic fol-
lows a Wigner-Dyson distribution [9, 10]. The dif-
ferent robustness of entanglement against a cooling
algorithm has been linked to a concept of “complez-
ity’, coherently with the usual picture that a Wigner-
Dyson distribution, stemming from the existence of
strong correlations between the entanglement eigen-
values, indicate a higher complexity as well as higher
robustness [14, 15]. This difference in robustness has
proved to be extremely useful for distinguishing be-
tween the different dynamical phases present in quan-
tum many-body systems [14] and falls within the re-
cent interest of the quantum many-body community
in random quantum circuits [16, 17].

In the present paper, we test how strong is the re-
lationship between stochastic irreversibility and the
entanglement spectrum statistic, by placing a partic-
ular emphasis on the choice of the initial states. In
previous works (e.g. see Ref. [14]), the states to which
the cooling algorithm was applied were randomly gen-
erated. On the contrary, our starting states are the
ground states of the one-dimensional quantum Ising
model in its different macroscopic phases. As we will
show, the entanglement spectrum of all these states
follows a Poisson distribution for the level-spacing
statistics, once some degeneracies are properly dealt
with. Therefore, the action of the cooling algorithm
could be expected to be independent of the initial
state phase. Instead, quite surprisingly, our results
show a very different picture.

The most peculiar behavior we observe is associ-
ated with the ground states of models in a topologi-
cally frustrated phase [20-25]. They are obtained by
imposing frustrated boundary conditions (that is, pe-
riodic boundary conditions with an odd number of
sites) on systems with antiferromagnetic interactions.
The resulting ground states can be largely character-
ized as a linear superposition of single-dressed kink
states [26, 27| (topological solitons) and this repre-
sentation allows us to describe, both qualitatively and
quantitatively, the behavior of various physical quan-
tities even in the presence of integrability breaking
terms [26-29]. In these states, after the cooling algo-
rithm, we observe a stabilization of the entanglement
to a reduced baseline value (finite, but strongly de-
pendent on the size of the system), and any further
reduction appears to be statistically unlikely.

In the present work, we consider two sets of opera-
tions within the cooling algorithm. They are made of
one- and two-body gates, with the latter acting only
on neighboring spins. In this sense, our algorithm can
be considered made of local gates. In the first set,
we include only operations preserving the parity sym-
metry of the Hamiltonian which, as a consequence,
cannot explore every state in the Hilbert space, thus
generating a violation of ergodicity. On the contrary,
in the second, the set of operations is extended to a
complete set to ensure, at least in principle, access to

any state.

While the end values of the entanglement obtained
by the cooling algorithm starting from states with
topological frustration are not qualitatively influenced
by the choice of employed gates, this is not true for the
ground states of the paramagnetic phase. On them,
the action of the cooling algorithm is practically neg-
ligible if the set of operations is limited to the one in
which elements commute with the parity of the Hamil-
tonian, while their entanglement is quickly reduced if
the larger set of gates is considered. This dependence
on the gate set also allows distinguishing the para-
magnetic phase from the ferromagnetic one, since on
the latter the cooling algorithm is unable to destroy
most of their entanglement, regardless of the gate set
taken into consideration.

The difference between the two cases lies in the
presence of entanglement of purely local nature in the
paramagnetic case, while both the ground states in
the ordered and topologically frustrated phases have
long-range quantum correlations [26, 30]. Long-range
entanglement is less affected by the action of local
gates, and even less so as the system size increases. On
the other side, when the entanglement is local, local
gates can easily reduce it, although the impossibility
of exploring the whole Hilbert space with a reduced
set of gates can still prevent its complete suppression.

As noted above, the entanglement spectrum statis-
tics of the initial states are always (mostly) Pois-
sonian, and indeed this is also the case at the end
of the cooling if the non-universal gate set is em-
ployed. However, when the universal one is used and
when there is sufficient local entanglement to act on,
the final states display a Wigner-Dyson (WD) entan-
glement spectrum statistics. Before our work, WD
statistics has always been observed in states with vol-
ume law entanglement, but indeed we can confirm
that this is not the case for our states.

The paper is organized as follows: In Sect. 2 we in-
troduced the model used to generate the input states
of our cooling algorithm. Then, in Sect. 3 we describe
in detail the cooling algorithm and the different sets
of local gates. Afterward, in Sect. 4, we describe the
results obtained, with a particular focus on how the
size of the system, its quantum phase, and the gate set
affects the evolution of the different states under the
action of the cooling algorithm. In Sect. 5 we draw
our conclusions.

2 The Model

As highlighted in the introduction, our goal is to apply
an entanglement cooling algorithm (see also Sect. 3)
to states that are ground states of the same Hamil-
tonian but in different macroscopic phases. We focus
on the ground states of the one-dimensional spin-1/2
transverse field Ising model (TFIM), since it is a pro-
totypical example of a many-body system possessing
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Figure 1: Half-chain Rényi-2 entropy of the transverse-field
Ising model. The quantum phase transitions (black dashed
lines) separate the paramagnetic phase (|J/h|<1) from the
ferromagnetic (J/h < —1) and the frustrated antiferromag-
netic one (J/h >1). The excess entanglement in the frus-
trated AFM regime is an increasing function of the system
size, which saturates at the thermodynamic limit [26]. In the
inset, we plot the nearest-neighbor concurrence [33], where
the excess concurrence in the frustrated phase decreases with
the chain length. In the thermodynamic limit, the curves
would be symmetric around the origin.

different macroscopic phases. It is defined by the fol-
lowing Hamiltonian,

N N
HzJZUfUﬁ_l—hZUf, (1)
=1 =1

where the o with a = z, y, z are the Pauli operators.
Limiting our analysis to systems with periodic bound-
ary conditions (0%, = of') made by an odd number
of spins (N = 2M +1 with M € N), the so-called frus-
trated boundary conditions (FBC), the model admits
three distinct phases. When the local field dominates
over the interaction term between spins, the system
is in the paramagnetic phase (PARA), characterized
by a gapped spectrum and a vanishing spontaneous
magnetization in the longitudinal directions. On the
contrary, when the interaction term dominates over
the local field (|J| > |h|), we can realize two inequiva-
lent phases depending on the sign of the interaction J.
If the interaction is ferromagnetic (FM), i.e. when it
favors parallel alignments (J < 0), the system shows
a gapped magnetically ordered phase, with a finite
magnetization in the a- direction [31]. On the other
hand, in the case of an antiferromagnetic interaction
(AFM, J > 0) the system is in a gapless topological
frustrated phase [20-25], where the spontaneous mag-
netization is destroyed by the presence of a delocalized
kink excitation. We remark that the TFIM is also in-
tegrable. We do not use this feature in our analysis,
and we do not expect it to influence our results: to
check this assumption, in Sec. 4 we will also add an
integrability breaking term and apply the same algo-
rithm to the resulting ground state.

A way to discriminate among the three model’s
phases is by looking at the various kinds of bipar-
tite entanglement [3, 32] that can be quantified by

the Rényi entropies, defined as,

1
Sa(PA) = 1

log, Tr [p% 2
N 082 r[pAL ( )

which depends on the parameter o € [0,1) U (1, 00].
In eq. (2), pa = Trp|¥) (V| is the reduced density
matrix obtained by tracing out from the ground state
|T) all the degrees of freedom of spins that lie outside
the subset A. In the limit o — 17, the Rényi entropies
reduce to the von Neumann entropy [3]: Si(pa) =
— > i Ak logy Mg, where {A;} is the set of eigenvalues
of the reduced density matrix pa.

In Fig. 1 we present the behavior of Sa(pa) as a
function of the ratio J/h for h > 0 in the case in
which A is made by (N — 1)/2 contiguous spins. For
the sake of simplicity, we refer to the string made by
(N — 1)/2 contiguous spins as the half chain. Dif-
ferently from the other phases, in the topologically
frustrated one, we observe a relevant dependence of
the entanglement on the size of the chain that can
be explained by taking into account that in such a
phase the ground states are characterized by a delo-
calized excitation that increases the total amount of
entanglement [26].

While the half-chain Rényi-« entanglement entropy
captures the non-local nature of entanglement, the
concurrence [33] measures its local contribution. It is
defined starting from the reduced density matrix ob-
tained by tracing out the degrees of freedom of every
site of the chain but two, which in this case we take
as neighboring sites. In the inset of Fig. 1, we observe
that contrary to what happens to Ss, the contribution
of the delocalized excitation in the frustrated phase
decreases as the chain length increases and vanishes
in the thermodynamic limit. As a consequence, for
large systems, the concurrences of the FM and the
AFM phases coincide. However, due to the complex-
ity of the cooling algorithm, our system will always
be well below such a limit. Hence, for the analyzed
cases, the amount of local entanglement of a ground
state in the presence of a topological frustrated sys-
tem will be relatively higher than the one coming from
the FM phase.

Despite the differences in the entanglement en-
tropies discriminating the various phases of the model,
the statistical properties of the entanglement are al-
most the same. To highlight this fact, we focus on the
probability density function of the consecutive level
spacing ratio. Ordering the set of eigenvalues {\;} of
the reduced density matrix p4 from the smallest to
the biggest, the set of the consecutive level spacing
ratios are

R R

Tk = T~ >
Ak — Ak—1

k=234,..,20N2 _1. (3
The elements of this set are distributed accordingly
with different statistics, see Appendix B. The results
obtained are shown in Fig. 2 for four different pa-
rameter choices. We observe a significant deviation
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Figure 2: Histograms for consecutive entanglement spec-
trum spacing of the reduced density matrix (RDM) eigen-
values of the ground states in different regimes of the TFIM
Hamiltonian for N =35 spins. Number of bins used is 125.
We superimposed the analytical curves for the Wigner-Dyson
(dashed) and Poisson (continuous) distribution for compar-
ison. Due to the large system/subsystem sizes, we obtain
good statistics within each single shot realization, which is
what is plotted. The different regimes taken into account
are: (a) Deep ferromagnetic (FM) regime with J/h=—2.5;
(b) Ferromagnetic (FM) regime close to the quantum phase
transition point at J/h=—1.05; (c) Paramagnetic (PARA)
regime with J/h = 0.75; (d) Frustrated antiferromagnetic
(frus. AFM) regime with J/h =2.5. Except for results in
panel (a), the entanglement spectrum spacing statistic al-
ways follows a Poisson distribution. In panel (a), the ma-
jority of the spacing falls in a narrow bin close to the origin
because of the degeneracies of the entanglement spectrum
for subsystems much bigger than the correlation length. For
more details on the computation, see Appendix B.

only close to the classical ferromagnetic point. It is
known [34] that in this phase for partitions much big-
ger than the correlation length the entanglement spec-
trum develops exact degeneracies, which explains the
coalescing of so many spacing toward zero. By man-
ually removing the degenerate eigenvalues from the
statistics, one can obtain a Poissonian distribution.
Increasing the correlation length by moving closer to
the quantum phase transition also removes the degen-
eracies and the plot shows a greater consistency with
Poissonian curve. For each plot, we also report the
spacing ratio, whose vicinity to 7peisson =~ 0.386 indi-
cates good Poissonian statistics (see Appendix B for
more details).

3  The Entanglement Cooling Algo-
rithm

Even if the Hamiltonian in eq. (1) is integrable, we re-
cover the ground states in the different phases by ex-
act diagonalization [35]. The reason is two-fold. First,
with the explicit form in the spin basis (as compared
to the form in terms of Bogoliubov fermions) the GS is
more suitable for generic gate applications. A second
reason for this choice comes from the computational
bottleneck associated with the large number of gates
applications needed to resolve the behavior, which al-

ready for the system sizes accessible by exact diago-
nalization requires several days of computation.

Once we have obtained the GS, we apply to it the
entanglement cooling algorithm to test the stochas-
tic irreversibility of its entanglement. This algorithm
is nothing else but a Metropolis Monte Carlo (MC)
algorithm [36] in which each step is made of two suc-
cessive operations. The first one is the application
of a single randomly chosen gate to the state coming
from the previous step, i.e. a unitary ‘time’ evolution
operator that transforms the state and can modify the
value of the entanglement. The gates can be written
as Ul(k):exp (iOl(k)At) with At = 7/10 and are ap-
plied at randomly selected neighboring pairs of spins
{l,1 + 1}. The different kinds of gates generator Ol(k)
are selected with uniform probability from the sets of
deterministic operators tabulated in Table 1. Con-
cerning the Hamiltonian in eq. (1), the two sets hold
very different properties. The first is made by gates
that preserve the parity symmetry of the Hamilto-
nian along z-direction. On the contrary, the gates
in the second set, either violate the parity symme-
try or are generated by non-integrable operators. It
is worth noting that, while both sets of gates alone
do not constitute complete sets of operations able to
provide universal quantum computation, the two sets
together do (see Ref. [37]).

The second operation is a filtration procedure, in
which the new step can be accepted or rejected de-
pending on the change of a cost function. The
main difference between our algorithm and the tra-
ditional Metropolis MC ones is that in these last the
cost function is represented by the energy, while in
our case is the half-chain entanglement. We remark
that this choice implements an interesting interplay
between the locality of the applied gates and the
global nature of the cost function. The new state
is accepted or rejected with a probability equal to
min{1,exp(—AS,/T)} where AS,, = SneV — S de-
notes the difference between the averaged Rényi-a en-
tropies (S, = N71Y", Sa,) where the average is made
over all sets made of (N —1)/2 contiguous spins. Even
if in principle the average is taken over N different
partitions, at each step only two entropies need to be
recomputed since local operations inside a single par-
tition do not change the value of the entanglement.

Using the von Neumann entropy (o = 1) or any of

Set 1 Set 2

01(4) =0 @1 + 1 ®0fyy
O =o? @l + L @},
01(6) =07 ®0oj,

Olm =0 QL1+ ®ofy,
2 x x
OIE ; =0 Q0o
3
% :‘7?@0;11

Table 1: Table of local deterministic gate generators. Set
1 is parity preserving. Sets 1 & 2 taken together form the
universal set [37].
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Figure 3: Cartoon of the entanglement cooling algorithm in
terms of a quantum circuit. Provided with a quantum many-
body state, |¥°**'*) random unitaries (colored and small rect-
angles) act on two neighboring sites that are represented by
a pair of neighbor vertical lines [50] (Periodic boundary con-
ditions are assumed). The resulting state can be accepted

or rejected depending on the change in the averaged Rényi-2
entropy and the step-dependent pseudo-temperature.

the Rényi entropies (a # 1) the entropy cooling al-
gorithm leads to similar behavior. In particular, we
observe that statistically, the inequality S, > Sy for
g < ¢ is satisfied at any point of the algorithm’s ex-
ecution [38]. For our analysis we employ the a =2
Réniy entropy [3, 39-41], since it can be computed
faster than the von Neumann entropy since it can be
computed directly through matrix-matrix multiplica-
tion, without the need for a diagonalization algorithm
required by the von Neumann entropy. The main
advantage of our approach is that it can be, and it
has been implemented very efficiently (and in a par-
allelized way) using the architecture of modern graph-
ical processing units (GPU) achieving a speed-up in
matrix-matrix operation compared to standard CPUs
(see Appendix A and Ref. [42].) Therefore, Rényi-
2 entropy is an efficient choice on top of being ob-
servable via atomic and optical experiments [43-48].
Moreover, the S5 is also connected to the information
scrambling in quantum systems with averaged out-of-
time-ordered correlations (OTOC), that are used to
diagnose the onset of quantum chaos [49].

The cooling part of the algorithm refers to a fic-
titious temperature T decreasing as a function of
the Metropolis MC steps. Indeed, the temperature
is lowered in an evenly spaced logarithmic tempera-
ture grid spanning the range T € [1074, 10’8]. In
the literature, this procedure is usually referred to
as the simulated annealing method and is often used
in the efficient search for global minimum in various
high-dimensional problems [9]. Moreover, as is typi-
cal in these kinds of approaches, we perform an aver-
age of over M different Metropolis MC trajectories or
stochastic quantum circuits.

4 Results

Having described both the entanglement cooling al-
gorithm and the model used to generate the input
states of the algorithm, we move to illustrate our re-
sults. The different types of evolutions of the entan-
glement obtained with the algorithm are summarized
in Fig. 4. The plots in the left columns are obtained
by choosing local gates uniformly at random from the
first set, while in the right one, all local gates are con-
sidered to ensure a universal quantum computation (1
& 2). For more information about our efficient compu-
tational implementation, allowing us to reach systems
up to N = 21 spins with a considerable amount of
Metropolis MC steps and statistics, see Appendix A.

Deep in the FM cases, we observe that except for
the smaller systems, the state displays almost perfect
robustness of the entanglement regardless of the set
of gates employed. This can easily be explained since
in the FM phase, the ground state is well approx-
imated by a N-qubit Greenberger—Horne-Zeilinger
(GHZ) state [51]. Moving closer to the quantum phase
transition adds local correlations on which the algo-
rithm can act, but their contribution is hardly notice-
able on the Rényi-2 for the parameters we chose. The
GHZ state represents a global symmetric superposi-
tion of two orthogonal fully factorized states. Such
states are well-known in the theory of quantum infor-
mation, since they maximize the multipartite entan-
glement [52] while retaining no bipartite entanglement
after local measurement on one of its parts [53]. In
such a state, all the quantum correlations come out
from the peculiar global superposition [30] and, there-
fore, it comes as no surprise that local gates acting at
most on two neighboring sites of the chain are unable
to change this entanglement. To simulate a global in-
teraction with local interactions, we need a series of
the latter which, taken individually, will increase the
value of the entanglement of the state. The proba-
bility that this happens, considering how the cooling
algorithm selects the different states, decreases expo-
nentially as the size of the chain increases.

In the PARA regime, the dynamic of the entan-
glement is strongly affected by the chosen sets of lo-
cal gates. After applying the first set, we observe
that, after a small transient in which the total en-
tanglement is slightly reduced, we arrive at an al-
most size-independent plateau for the entanglement.
Conversely, when the complete set of local gates is
taken into account the entanglement is considerably
reduced, hence signaling a clear difference from the
FM phase, where the entanglement cannot be re-
moved.

In the final case, when the cooling algorithm is ap-
plied to the frustrated AFM ground state, both sim-
ilarities and differences compared with the previous
cases are evident. Similar to the PARA case, the en-
tanglement is not completely robust, while akin to the
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Figure 4. Averaged half-chain Rényi-2 entropy during the entanglement cooling over M = 96 Metropolis MC trajectories for
the ground states of the Hamiltonian given by eq. (1) in different macroscopic phases. The plots in the left columns are
obtained by applying local gates only from the first set (non-universal), while in the right column, the cooling algorithm applies
local gates coming from both sets (universal); see Table 1. The choice of points in the phase diagram is the same as in Fig. 2.
In panels (a) and (b), the results are obtained for the deep ferromagnetic (FM) ground-state (J/h=—2.5). In the panels (¢)
and (d), we present the results in the ferromagnetic (FM) regime close to the quantum phase transition point (J/h=—1.05);
see Fig. 1. Next, in panels (e) and (f), the evolution obtained starting from ground states of the paramagnetic (PARA) phase
(J/h = 0.75) is displayed. In the bottom panels (e) and (f), the evolutions obtained for ground states in the topologically
frustrated antiferromagnetic (frus AFM) regime (J/h = 2.5) are shown.

FM phase the overall behavior of the entanglement
evolution does not depend on the set of gates used
in the algorithm. In particular, the entanglement re-
mains initially locked to its initial value before being
reduced. However, this reduction does not proceed
until the entanglement is completely removed, but it
rather stops at a size-dependent baseline value. More-
over, the rate of the entanglement cooling scales with
the system size N. Increasing the system size, the rate
of decay becomes less steep, indicating that the en-
tanglement becomes extensively robust, in agreement
with the delocalized single-particle interpretation [26].

In Fig. 5, we present a finite-size analysis of the (av-
erage) values reached by the entanglement entropy at
the end of the cooling algorithm. In all cases but
the frustrated one it is clear that we have reached
a plateau, which constitutes a more or less signifi-
cant reduction of entanglement, although the differ-
ence from the starting value decreases with the system
size. For the AFM frustrated phase, it is not possible
to extrapolate from our data the asymptotic regime.
Nevertheless, we expect that the final value will keep
increasing algebraically with the system size towards a
value that is only slightly reduced compared to the ini-
tial one. This is consistent with the progressive diffi-
culty of the algorithm in destroying the long-range en-

tanglement in the W-state structure of the frustrated
states as the number of sites is increased (while the
local entanglement in the dressed kink states can be
attacked and reduced) [55]. Interestingly, the initial
plateau for which the entanglement remains within
5% of its initial value seems to increase with the sys-
tem size in all considered cases, as shown in the right
panel of Fig. 5.

Changing the cooling procedure, e.g. modifying the
temperature gradient in terms of the MC steps, would
yield slightly different results for the averaged final
entanglement entropy. Nevertheless, the scaling of
robustness with system size N behavior looks ubiqg-
uitous and not influenced by these choices.

Thus, though all considered initial states share
largely the same initial statistic for the entanglement
spectrum, we see very different behaviors under the
cooling evolution. This fact indicates that the reduced
density matrix eigenvalue statistics are not sufficient
to completely capture the underlying complexity of
entanglement, in the sense of its robustness [14, 15].
However, the various phenomenologies can be ex-
plained easily. Let us start by considering the FM and
PARA phases. Both phases present a finite energy
gap that separates the ground states from the overly-
ing excited states. Therefore, the ground states can be
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Figure 5: Finite-size analysis of the plateaus reached when
the entanglement cooling algorithm is applied using the uni-
versal gates set. Left (a) panel: Relative difference for the
various states between their half-chain Rényi-2 entropy be-
fore and after the cooling, i.e. start and end, respectively.
The end value of the entanglement is averaged over the dif-
ferent MC trajectory realizations. Right (b) panel: Initial
plateaus size, defined as the number of MC steps after which
the entanglement deviates by more than 5% from its starting
value for the different cases considered in Fig 4.

obtained starting from their relative classical points
(A=0 for the PARA phase and A = —o0 for the FM
phase) using a quasi-adiabatic continuation [54]. This
process generates entanglement of local nature that
can be easily removed by an entanglement-cooling al-
gorithm such as the one used in [30]. However, the two
classical points present a notable difference. In the
case of the paramagnetic phase, the classical ground
state is single, and therefore the local entanglement
generated by the adiabatic continuation process is
the only one present in the system. In principle, one
could therefore expect complete destruction of entan-
glement in the process. Our results indicate that a
plateau at a finite value is reached also in this case.
We speculate that this is due to the simulated anneal-
ing: after some local entanglement is removed by the
algorithm, the systems reach an equilibrium between
the instances in which moves that increase the en-
tropy are accepted and those that are able to reduce
the entanglement. Conversely, at the classical ferro-
magnetic point, the ground state is doubly degener-
ate. Adding a small transverse field breaks the sym-
metry by selecting a particular global superposition,
producing a state similar to a GHZ state [27]. There-
fore, the quasi-adiabatic deformation process can be
seen starting from this state and the local entangle-
ment thus generated is added to that associated with
the global superposition.

Furthermore, by progressively increasing the mag-
netic field, one can follow a quasi-adiabatic deforma-
tion of the ground state that acquires additional local
entanglement in addition to the non-local one associ-
ated with the global superposition. While the local
entanglement can be directly removed by the cooling
algorithm, the global one is resilient against its action,
since it is based on local gates, unless very small sizes
are considered. Hence, the resilience of entanglement

—— Poisson |
--- GUE

Figure 6: Consecutive entanglement spectrum spacing ratio
histogram of the reduced density matrix (RDM) eigenval-
ues of the ground state of the non-integrable Hamiltonian in
eq. 4. We also report the average spacing ratio. The Hamil-
tonian parameters used are: J=—1.25,J'=0.2 and h=1.
The histogram has 125 bins and, having a single ground state
for this model, the number of sampled RDM eigenvalues is
1024.

in the FM phase that we see in our data to a value
close to log, (2) = 1.

On the contrary, in the AFM phase, due to the
simultaneous presence of an odd number of spins, pe-
riodic boundary conditions, and antiferromagnetic in-
teractions, the system exhibits topological frustration.
In this phase (due to the absence of an energy gap)
the quasi-adiabatic continuation cannot be straight-
forwardly applied. However, as shown by previous
works [26, 55|, in several respects the ground state
can still be seen as a global state with multiparty
entanglement on top of which, through a local de-
formation, an entanglement of local nature has been
generated. Unlike the FM phase, the global state is
no more represented by a GHZ state but by a sort of
W -state, that is, in physical terms, a linear superpo-
sition of single kink states [55]. This fact is crucial
since, differently from the first kind of states, part of

non-universal

universal
07 ‘(a/) T ‘(b) T T T T

L]

W YYvd

10T 107 107 107 10° 10° 100 107 107, 107 10° 107
I\?C step MC step

Figure 7: Evolution of the entanglement entropy under the
cooling algorithm, starting with the ground state of the non-
integrable model with Hamiltonian in eq. (4) in the param-
agnetic phase with parameters J=—1.25,J'=0.2 and h=1.
Data points represent the averaged half-chain Rényi-2 entan-
glement entropy over M = 96 Metropolis MC trajectories.
Both the non-universal (panel (a)) and universal (panel (b))
gate sets (see Table 1) are considered in the entanglement
cooling procedure.
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Figure 8: Consecutive entanglement spectrum spacing ratio histogram of the reduced density matrix (RDM) eigenvalues for
the final states at the end of the entanglement cooling algorithm for the integrable TFIM and its non-integrable extension,
the ANNNI model in its paramagnetic phase. The states used for these averages over M = 96 samples are those obtained in
Fig. 4 and 7. The histograms have been generated using 125 bins. In the left panels, resulting from an algorithm employing
only parity preserving gates, the final entanglement spectrum statistics is always Poissonian as it was at the beginning (see
Fig. 2 and 6). In the right panels, obtained using universal gates, the entanglement spectrum has always evolved toward a
Wigner-Dyson distribution, except for the deep ferromagnetic case, characterized by very little initial local entanglement.

the entanglement of the W-states is local, since they
are the family of states with multipartite entangle-
ment [56-65] that maximize the amount of bipartite
entanglement after local measurement on one of its
part [52, 53]. The presence of such bipartite entangle-
ment, absent in the states coming from the FM phase,
provides a path along which the entanglement cool-
ing algorithm can act, reducing, but not removing, the
amount of entanglement in the system. Moreover, for
every single pair of spin, the amount of bipartite en-
tanglement in a W-state reduces with the system size,
hence explaining why the difference between the val-
ues of the initial and final plateaus in the dynamics
of the W-state reduces as IV increases.

A Non-integrable Extension: the ANNNI Model

As we mentioned above, the TFIM is also known for
being exactly solvable. While we do not expect this
feature to influence the behavior of the entanglement
under the cooling algorithm, to make sure that this is
indeed the case, we consider now a non-integrable ex-
tension of the TFIM, namely the ANNNI model [66—
68]:

N N N
H=J% 007 +J) 0j0fm—h) oj. (4)
j=1 j=1 j=1

where we assume periodic boundary conditions and
focus on the ferromagnetic regime J = —1.25 with
h = 1. The next-to-nearest neighbor interaction we
added compared to the traditional TFIM in eq. (1)
breaks the integrability. We fix this additional cou-
pling to be antiferromagnetic J' = 0.2, to add some
amount of frustration and correlation in the system,
while keeping it subdominant with respect to the
larger nearest neighbor coupling to ensure we do not
cross a transition to a extensively frustrated phase.
The zero-temperature phase diagram of this model
has been worked out over the years in the litera-
ture [68-72]. The relatively high magnetic field pushes
the system into a paramagnetic phase. While the
integrability of the clean TFIM allowed us to con-
struct its ground states for relatively large chains,
for this model we are not able to push the system
size sufficiently: in Fig. 6 we report the level spacing
statistics for the initial state entanglement spectrum,
which looks Poissonian, although the limited statis-
tics give rise to some spurious fluctuations. In Fig. 7,
we present the results of the entanglement cooling al-
gorithm using both available gate sets. We observe
similar results as in the paramagnetic phase of the
integrable TFIM (see panels (e) and (f) in Fig. 4).
Overall, the universal gate set is better at entangle-
ment cooling compared to the non-universal one. We
decided to test the paramagnetic phase of the ANNNI
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model in order to have purely local entanglement for
our algorithm to act upon, and we notice that start-
ing with a higher value compared to the TFIM, in the
end, the algorithm settles also on a higher plateau.

Entanglement Spectrum Statistics

As discussed before, the entanglement spectrum
statistics of all initial states we considered follow a
Poisson distribution (with deviations related to exact
degeneracies), as is often the case with the ground
states of the local Hamiltonian. In Fig. 8 we report the
average entanglement spectrum statistics obtained at
the end of the cooling algorithm for all cases we con-
sidered so far (namely the final points for the larger
system sizes in Fig. 4 and 7).

While using only the first gate set, the entangle-
ment spectrum remains Poissonian, using universal
gates we always observe an evolution toward exact
Wigner-Dyson statistics in all cases, except when
starting with a state with negligible local entangle-
ment, such as in the deep ferromagnetic regime. Our
interpretation is that, in the process of removing lo-
cal entanglement, our algorithm also performs a sort
of scrambling which results in the observed “chaotic”
spectrum. But this can happen only if there is suf-
ficient local entanglement to act upon, meaning that
a sufficiently large number of moves are accepted be-
fore reaching the final plateaus. In Fig.9 we compare
the consecutive RDM level spacing statistics for the
final states obtained using universal gates in the deep
ferromagnetic case and the frustrated AFM one to
highlight their difference and to show the evolution
of the entanglement ratio during the cooling process
as a function of the number of Montecarlo steps. We
stopped the evolution after an equivalent amount of
Metropolis MC step applications, and we choose this
number to be 10° steps, but the results are the same
if we evolve the state even further.

We remark that, up to now, the appearance of
a Wigner-Dyson entanglement spectrum has always
been associated with the presence of a volume law for
the corresponding entanglement entropy. In Fig. 10
we present the values of the Rényi-2 entropy as a func-
tion of the subsystem length for the initial and final
states in our analysis. As expected, the initial ground
states of our Hamiltonians in their various phases al-
ways satisfy an area law, with a relative violation for
the frustrated case where the entanglement can grow
with the system size, while remaining upper-bounded,
as explained in Ref. [26]. Similarly, the final states ob-
tained at the end of the algorithm never approach a
volume law and are compatible with an exact area
law. To the best of our knowledge, these results are
unprecedented and deserve additional analysis in the
future, since they imply that it is possible to construct
local models with area law whose entanglement spec-
trum follows a Wigner-Dyson distribution, although

!
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Figure 9: Entanglement spectrum eigenvalue differences of
the unfrustrated deep ferromagnetic (J/h = —2.5) vs frus-
trated AFM (J/h = 2.5) state for system size N = 17 after
the application of the cooling algorithm with universal gates
for 10° steps with 10% realizations. The predictions from
RMT are given with lines. Inset shows the average consecu-
tive spacing ratio with variable Metropolis MC steps for the
frustrated system of size N = 17.
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Figure 10: Averaged half-chain Rényi-2 entropies as a func-
tion of the subsystem size. Left (a) panel: Entanglement de-
pendence on the subsystem size for the different initial states
used in Fig. 4 and 7. Right (b) panel: Same for the states at
the end of the cooling algorithm, that is, for the same states
used in Fig. 8. Although for frustrated cases there is some
residual entanglement growing with the subsystem size, it is
clear that none of these entropies satisfy an area law.

they have never been found so far.

5 Conclusion

In our work, we tested the evolution of entanglement
induced by applying a cooling algorithm to different
states, all but one being the ground states of Hamil-
tonians in the same class of integrable models, but
in different macroscopic phases. For completeness,
to check the independence of our results from inte-
grability, we also considered a non-integrable exten-
sion. Each of the chosen states is characterized by
an initial entanglement spectrum following the same
Poissonian distribution. Quite surprisingly, states in
different phases evolve differently, depending on the
macroscopic phase and on the different sets of gates
employed. In the paramagnetic phase, the ground
state can be obtained by adiabatic continuation from
a fully factorized, classical one. Thus, it contains only
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local correlations whose entanglement the cooling al-
gorithm can progressively remove when a complete
(universal) set of local unitaries are employed. In
the ferromagnetic phase, in agreement with the quasi-
adiabatic continuation approach, the ground states
can be seen as locally deformed GHZ states [30, 54].
Hence, after the cooling algorithm has destroyed the
local entanglement, the residual global entanglement
(characteristic of a GHZ state) is resilient to such
a process. Its destruction would require a series of
moves that are accepted even if they are increasing
the entanglement until they overcome the barrier sep-
arating a GHZ state from a separable one, but such
an event is exponentially suppressed with the system
size.

Finally, in the presence of topological frustration,
we are not in the range of validity of the quasi-
adiabatic continuation. However, it was proved [26,
55] that the ground state can still be seen as a locally
deformed W-state. The W-states, as well as the GHZ
states, are states that, while maximizing the multi-
partite entanglement, also show a large bipartite en-
tanglement, unlike the latter states. Its presence, be-
ing also somewhat non-local, provides an amount of
entanglement that the cooling algorithm can destroy,
but less efficiently as the system size increases.

Overall, our results show a much more varied pic-
ture than what one might have expected. The reason
why it remained unnoticed until now is mostly due
to the fact that previous analyses have started from
randomly generated states in which geometrical and
topological properties are absent. Indeed, the three
phases we considered present entanglements of three
different types which are not reflected by the entangle-
ment spectrum statistics: purely local, GHZ-like, and
Wh-state-like, with the topologically frustrated chain
exhibiting all of them. Indeed, our data suggest that
the evolution induced by the cooling algorithm is af-
fected by the geometrical and topological properties
of the ground state manifold of the initial state, as
well as the presence, and the kind, of multipartite en-
tanglement. Moreover, we observe that the choice of
gate set affects significantly the amount of entangle-
ment that the algorithm is able to destroy and thus
the value of the final plateaus.

In fact, in all cases, we observe that, contrary to
what one could have expected, the entanglement cool-
ing algorithm is never able to completely destroy all
local entanglement. It rather settles on plateaus in
which some sort of meta-stable equilibrium is reached
between the amount of entanglement that is reduced
at a given step and the one that is added by a move
accepted because of the finite temperature in the an-
nealing process.

A striking, completely unexpected, behavior, which
we believe is connected with the nature of the plateaus
we just discussed, is that when a sufficient amount
of local entanglement is present in the initial state

and eventually destroyed by the algorithm. In these
cases, our results show that the final state features
a Wigner-Dyson distribution of the level statistics of
its entanglement spectrum. Effectively, while cooling,
the algorithm has also scrambled the entanglement
spectrum and increased its complexity. As Wigner-
Dyson statistics has been connected with higher ro-
bustness for it, at this point the algorithm remains
stuck in a plateau, unable to destroy additional en-
tanglement effectively. Note that, since this statistic
has been observed before only in states obeying a vol-
ume law for the entanglement entropy, our findings
disprove the expectation that the two are connected.
It would be interesting to understand what are the
conditions for which local Hamiltonians can generate
area law ground states with the Wigner-Dyson en-
tanglement spectrum, but this is a subject for future
work.

Before concluding, we underline that our work is
relevant from a methodological point of view as well.
In particular, we use GPU-enhanced calculations to
accelerate and scale the entanglement cooling proto-
col. The numerical codes, data, and plotting scripts
employed for our cooling algorithm are provided in
Refs. [79, 80].
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A Computational details and speed-
up of execution

In the cooling algorithm, the computation of the
Rényi-2 entropy (see Sect. II) is the major compu-
tational barrier. Although diagonalization is replaced
by matrix-matrix multiplication to calculate entropy,
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it still remains the main bottleneck, accounting for
most of the execution time. Since the size of the ma-
trix and the number of matrix-matrix multiplications
(i.e. the number of Monte Carlo steps) cannot be
reduced, the algorithm can be speed-up by execut-
ing the matrix multiplication on graphical processing
units (GPU). GPUs are best suited for matrix oper-
ations due to their massively parallel (many cores)
architectures, delivering up to an order of magni-
tude better performance compared to (multithreaded)
CPUs. The biggest disadvantage is that GPUs cannot
perform well if the matrices are too small. In this case,
a slowdown can even be observed compared to CPU.
In our experiments, we display systems with N = 21
spins using matrices of size 2048 x 1024, which are too
small to achieve good utilization of GPU resources.
The solution is to pack multiple matrix multiplica-
tions into a single and large matrix-matrix multipli-
cation operation called batched operation to achieve
high performance. For this particular research, we
have proposed a different approach based on multiple
concurrent tasks instead of a single batched operation.
The detailed implementation, speed-up achieved and
performance discussion can be found in [42], while we
give only a brief description below.

The mutual independence of the Metropolis MC
simulations provides a trivial parallelization, as no
synchronization or communication is required, mak-
ing the problem embarrassingly parallel. The Mes-
sage Passing Interface (MPI) is used to associate each
trajectory with a single MPI process, while multi-
ple processes can be run concurrently on the same
device using the NVIDIA Multi-Processing Service
(MPS). This approach allows spatial sharing of de-
vice resources with the disadvantage of slowing down
the computation of a single Metropolis MC trajectory
(i.e. matrix multiplication), but this has the advan-
tage of allowing multiple simulations to be computed
in parallel, effectively overlapping the computations
from different trajectories. Analysis has shown [42]
that overlapping has a much better effect on overall
performance than slowing down the single Metropo-
lis MC trajectory. For the largest use case with a
system size of N = 21 spins and 96 MC trajectories,
we found that the best configuration is 12 procedures
(MPT processes) per NVIDIA A100 GPU, which took
about 116 hours on 8 GPUs. Overall, we achieved
a speed-up of two orders of magnitude on a single
Metropolis Monte Carlo (MC) trajectory compared
to the standard CPU implementation.

B Entanglement spectrum statistics
details
Consecutive level spacing ratios: In the manuscript,

we focus on the consecutive level spacing ratio proba-
bility density function P(r). This is a suitable quan-

tity of interest in the case of quantum many-body
applications where statistics quality is heavily bound
by the Hilbert space dimension [73-75]. In particular,
using an ascending (from smallest to the biggest) or-
dered set of eigenvalues {A;} of the reduced density
matrix, we compute the consecutive ratios as

Akl — Ak

=2 Rk =2.3,4,..2W02 1. (5
A — Ak 5)

Tk

Taking the values of the generated list of {ry,rs,...}
we plot a normalized histogram, where we disregard
any spurious (and rare) values that are larger than
r; > 10.0 for proper normalization and binning of the
histogram.

Averaged consecutive spacing ratio: Additionally,
we consider the averaged consecutive spacing ratio de-
fined as

_— min(sg,j, Sk+1,5) ’ ()
max(sk,js $k+1.3) [ [ inm o0

where we define the spacings as s ; = Ag+1,; — Ak s,
and the index 7 = 1,2,..., M refers to the different
reduced density matrices considered (ensemble).

From Random Matrix Theory (RMT) it is known
that, in the Poisson case, the ratio follows the prob-
ability distribution Ppojsson(7) = (1 +7)72. On the
contrary, for the Wigner-Dyson distribution, we have
Pwp = Zgl(r +72)P(1 +r 4 r2)7173/28 with g8 = 2
(Gaussian Unitary Ensamble - GUE) and Zg—o =
47 /81+/3. The predictions for the averages are thus
TPoisson = 21n2—1 2 0.386 and Fwp = 2v/3/7—1/2 ~
0.602 [74].

Advantages for the integrable TFIM: The integrable
TFIM can be mapped to free-fermions using the
Jordan-Wigner transformation [31] and solved ex-
plicitly [76]. The half-chain reduced density ma-
trix (RDM) p4 of the ground state for this model
can then be computed using the prescription detailed
in Ref. [77]. The domain A, due to translational
invariance of the spin chain, comprises any |[N/2]
(half-chain) contiguous spins. Note that with this
approach, we are able to push our numerical con-
siderations much beyond the Exact Diagonalization
(ED) efficiency [35]. Additionally, using mpmath [78]
Python library we boost the precision of the fermionic
approach, as double precision does not suffice for this
kind of analysis. For the largest example, we shall
consider, i.e. N = 35 and half-chain of size of the
RDM of 17 the number of eigenvalues of the RDM
is 131072. In Fig. 11 we show the results for the en-
tanglement spectrum statistics for a single (M = 1)
realization and different chain lengths, to show how
important is to reach adequate system sizes to obtain
reliable statistics.
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Figure 11: Consecutive entanglement spectrum spacing ratio histogram of the RDM eigenvalues for different systems size.
The chain sizes are N = 13,15, 21, 25, 31, 35; while the half-chain sizes of the RDM are | N/2| = 6,7,10,12,15,17. We only
focus on the range 0 < r < 10 where we consider 50 bins to make the histogram. Inside the plot, we provide the averaged
consecutive spacing ratio number we compute from the given spectrum. Parameters for this case are h = 1.0 and J = 2.5
which is the antiferromagnetic frustrated regime. This is single-shot data (M = 1), and no ensemble averaging is performed.

References

(1]

5]

6]

18]

A. Einstein, B. Podolsky, N. Rosen, Can
Quantum-Mechanical Description of Physical
Reality be Considered Complete?, Physical
Review 47, 777 (1935). DOI: 10.1103/Phys-
Rev.47.777.

J. S. Bell, On the Einstein Podolsky Rosen Para-
dox, Physics Physique Fizika 1, 195 (1964). DOI:
10.1103 /PhysicsPhysiqueFizika.1.195.

M. A. Nielsen and I. L. Chuang, Quantum Com-
putation and Quantum Information: 10th An-
niwersary Edition, Cambridge University Press
(2010). DOI: 10.1017/CBO9780511976667.

T. D. Ladd, F. Jelezko, R. Laflamme, Y. Naka-
mura, C. Monroe, and J. L. O’Brien, Quan-
tum computers, Nature 464, 45 (2010). DOTI:
10.1038 /nature08812.

C. L. Degen, F. Reinhard, and P. Cappellaro,
Quantum Sensing, Review of Modern Physics
89, 035002 (2017). DOI: 10.1103/RevMod-
Phys.89.035002.

D. Gottesman, Theory of fault-tolerant quantum
computation, Physical Review A 57, 127 (1998).
DOI: 10.1103/PhysRevA.57.127.

S. Bravyi, G. Smith, and J. A. Smolin, Trad-
ing Classical and Quantum Computational Re-
sources, Physical Review X 6, 021043 (2016).
DOI: 10.1103/PhysRevX.6.021043.

L. Leone, S. F. E. Oliviero, Y. Zhou, and A.

19]

[10]

[11]

[12]

[13]

[14]

Hamma, Quantum chaos is quantum, Quantum
5, 453 (2021). DOT: 10.22331/q-2021-05-04-453.
D. Shaffer, C. Chamon, A. Hamma, and E. R.
Mucciolo, Irreversibility and entanglement spec-
trum statistics in quantum circuits, Journal of
Statistical Mechanics: Theory and Experiment
2014(12), P12007 (2014). DOIL: 10.1088/1742-
5468,/2014/12/P12007.

C. Chamon, A. Hamma, and E. R. Muc-
ciolo, Emergent irreversibility and entangle-
ment spectrum statistics, Physical Review Let-
ters 112, 240501 (2014). DOI: 10.1103/Phys-
RevLett.112.240501.

Hinsche, M. et al. One T Gate Makes Dis-
tribution Learning Hard. Physical Review Let-
ters 130, 240602 (2023). DOI: 10.1103/Phys-
RevLett.130.240602.

S. Zhou, Z. Yang, A. Hamma, and C. Cha-
mon, Single T gate in a Clifford circuit drives
transition to universal entanglement spectrum
statistics, SciPost Physics 9, 87 (2020). DOI:
10.21468/SciPostPhys.9.6.087.

D. P. DiVincenzo, The Physical
plementation of Quantum  Computation,
Fortschritte der Physik 48, 771 (2000). DOI:
10.1002/1521-3978(200009)48:9/11<771:: AID-
PROP771>3.0.CO;2-E.

Z.-C. Yang, A. Hamma, S. M. Giampaolo, E.
R. Mucciolo, and C. Chamon, Entanglement
complexity in quantum many-body dynamics,

Im-

Accepted in (Yuantum 2023-09-07, click title to verify. Published under CC-BY 4.0. 12



https://doi.org/10.1103/PhysRev.47.777
https://doi.org/10.1103/PhysRev.47.777
https://doi.org/10.1103/PhysicsPhysiqueFizika.1.195
https://doi.org/10.1103/PhysicsPhysiqueFizika.1.195
https://doi.org/10.1017/CBO9780511976667
https://doi.org/10.1038/nature08812
https://doi.org/10.1038/nature08812
https://doi.org/10.1103/RevModPhys.89.035002
https://doi.org/10.1103/RevModPhys.89.035002
https://doi.org/10.1103/PhysRevA.57.127
https://doi.org/10.1103/PhysRevX.6.021043
https://doi.org/10.22331/q-2021-05-04-453
https://doi.org/10.1088/1742-5468/2014/12/P12007
https://doi.org/10.1088/1742-5468/2014/12/P12007
https://doi.org/10.1103/PhysRevLett.112.240501
https://doi.org/10.1103/PhysRevLett.112.240501
https://doi.org/10.1103/PhysRevLett.130.240602
https://doi.org/10.1103/PhysRevLett.130.240602
https://doi.org/10.21468/SciPostPhys.9.6.087
https://doi.org/10.21468/SciPostPhys.9.6.087
https://doi.org/10.1002/1521-3978(200009)48:9/11<771::AID-PROP771>3.0.CO;2-E
https://doi.org/10.1002/1521-3978(200009)48:9/11<771::AID-PROP771>3.0.CO;2-E
https://doi.org/10.1002/1521-3978(200009)48:9/11<771::AID-PROP771>3.0.CO;2-E

[15]

[16]

[17]

(18]

[19]

20]

21]

22]

23]

24]

25]

[26]

thermalization, and localization, Physical Re-
view B 96, 020408 (2017). DOI: 10.1103/Phys-
RevB.96.020408.

True, S. and Hamma, A. Transitions in Entangle-
ment Complexity in Random Circuits. Quantum
6, 818 (2022). DOI: 10.22331/-2022-09-22-818.

M. P. A. Fisher, V. Khemani, A. Nahum,
and S. Vijay, Random Quantum Circuits, An-
nual Review of Condensed Matter Physics 14,
335 (2023). DOI: 10.1146/annurev-conmatphys-
031720-030658.

Suzuki, R., Haferkamp, J., FKisert, J.
and Faist, P. Quantum complexity phase
transitions in monitored random circuits.
Preprint at arXiv.2305.15475 (2023). DOI:
10.48550/arXiv.2305.15475.

Dalmonte, M., Eisler, V., Falconi, M. and Ver-
mersch, B. Entanglement Hamiltonians: From
Field Theory to Lattice Models and Experi-
ments. Annalen der Physik 534, 2200064 (2022).
DOI: 10.1002/andp.202200064.

D. Poilblanc, T, Ziman, and J. Bellissard,
F. Mila, and G. Montambaux, Poisson vs
GOE Statistics in Integrable and Non-Integrable
Quantum Hamiltonians, Europhysics Letters 22,
537 (1993). DOI: 10.1209,/0295-5075/22/7/010.

J.-J. Dong, P. Li, and Q.-H. Chen, The a-
cycle problem for transverse Ising ring, Jour-
nal of Statistical Mechanics: Theory and Ex-
periment 113102 (2016). DOI: 10.1088/1742-
5468/2016/11/113102.

V. Mari¢, S. M. Giampaolo, and F. Franchini,
Quantum Phase Transition induced by topolog-
ical frustration, Communications Physics 3, 220
(2020). DOI: 10.1038/542005-020-00486-z.

V. Mari¢, F. Franchini, D. Kui¢, and S. M. Gi-
ampaolo, Resilience of the topological phases to
frustration, Scientific Reports 11, 6508 (2021).
DOI: 10.1038/541598-021-86009-4.

G. Torre, V. Mari¢, F. Franchini, and S. M. Gi-
ampaolo, Effects of defects in the XY chain with
frustrated boundary conditions, Physical Re-
view B 103, 014429, (2021). DOI: 10.1103/Phys-
RevB.103.014429.

V. Marié¢, G. Torre, F. Franchini, and S. M. Gi-
ampaolo Topological Frustration can modify the
nature of a Quantum Phase Transition, SciPost
Physics 12, 075 (2022). DOI: 10.21468/SciPost-
Phys.12.2.075.

G. Torre, V. Marié¢, D. Kuié, F. Franchini, and S.
M. Giampaolo, Odd thermodynamic limit for the
Loschmidt echo, Physical Review B 105, 184424
(2022). DOT: 10.1103/PhysRevB.105.184424.

S. M. Giampaolo, F. B. Ramos, and F. Fran-
chini, The frustration of being odd: universal
area law violation in local systems, Journal of
Physics Communications 3 081001 (2019). DOI:
10.1088/2399-6528 /ab3ab3.

[27]

[28]

[29]

[30]

[31]

[32]

[33]

[34]

[35]

[36]

[37]

[38]

[39]

V. Mari¢, S. M. Giampaolo, and F. Franchini,
Fate of local order in topologically frustrated spin
chains, Physical Review B 105, 064408 (2022).
DOLI: 10.1103/PhysRevB.105.064408.

A. G. Catalano, D. Brtan, F. Franchini, and
S. M. Giampaolo, Simulating continuous sym-
metry models with discrete ones, Physical Re-
view B 106, 125145 (2022). DOI: 10.1103/Phys-
RevB.106.125145.

V. Mari¢, S. M. Giampaolo, and F. Franchini,
The Frustration of being Odd: How Bound-
ary Conditions can destroy Local Order, New
Journal of Physics 22, 083024 (2020). DOI:
10.1088/1367-2630/aba064.

A. Hamma, S. M. Giampaolo, and F. Illuminati,
Mutual information and spontaneous symmetry
breaking, Physical Review A 93, 0123030 (2016).
DOI: 10.1103/PhysRevA.93.012303.

F. Franchini, An introduction to integrable tech-
niques for one-dimensional quantum systems,
Lecture Notes in Physics 940, Springer (2017).
DOI: 10.1007/978-3-319-48487-7.

L. Amico, R. Fazio, A. Osterloh, and V. Ve-
dral, Entanglement in many-body systems, Re-
views of Modern Physics 80, 517 (2008). DOI:
10.1103/RevModPhys.80.517.

W. K. Wootters, Entanglement of Formation
of an Arbitrary State of Two Qubits, Phys-
ical Review Letters 80, 2245 (1998). DOI:
10.1103/PhysRevLett.80.2245.

F. Franchini, A. R. Its, V.E. Korepin, L.A.
Takhtajan, Spectrum of the density matrix of a
large block of spins of the XY model in one di-
mension, Quantum Information Processing 10,
325-341 (2011). DOI: 10.1007/s11128-010-0197-
7.

A. W. Sandvick, Computational Studies
of Quantum Spin Systems, AIP Confer-
ence Proceedings 1297, 135 (2010). DOI:
10.1063,/1.3518900.

K. Binder, and D. W. Heermann, Monte Carlo
Simulation in Statistical Physics An Introduc-
tion, Springer-Verlag Berlin Heidelberg (2010).
DOLI: 10.1007/978-3-642-03163-2.

A. Barenco, C. H. Bennett, R. Cleve, D. P. Di-
Vincenzo, N. Margolus, P. Shor, T. Sleator, J.
A. Smolin, and H. Weinfurter, Elementary gates
for quantum computation, Physical Review A 52,
3457 (1995). DOI: 10.1103/PhysRevA.52.3457.
M Miiller-Lennert, F. Dupuis, O. Szehr, S. Fehr,
and M. Tomamichel, On quantum Rényi en-
tropies: A new generalization and some proper-
ties, Journal of Mathematical Physics 54, 122203
(2013). DOT: 10.1063/1.4838856.

P. Horodecki and A. Ekert, Method for Di-
rect Detection of Quantum Entanglement, Phys-
ical Review Letters 89, 127902 (2002). DOI:
10.1103 /PhysRevLett.89.127902.

Accepted in (Yuantum 2023-09-07, click title to verify. Published under CC-BY 4.0. 13


https://doi.org/10.1103/PhysRevB.96.020408
https://doi.org/10.1103/PhysRevB.96.020408
https://doi.org/10.22331/q-2022-09-22-818
https://doi.org/10.1146/annurev-conmatphys-031720-030658
https://doi.org/10.1146/annurev-conmatphys-031720-030658
https://doi.org/10.48550/arXiv.2305.15475
https://doi.org/10.48550/arXiv.2305.15475
https://doi.org/10.1002/andp.202200064
https://doi.org/10.1209/0295-5075/22/7/010
https://doi.org/10.1088/1742-5468/2016/11/113102
https://doi.org/10.1088/1742-5468/2016/11/113102
https://doi.org/10.1038/s42005-020-00486-z
https://doi.org/10.1038/s41598-021-86009-4
https://doi.org/10.1103/PhysRevB.103.014429
https://doi.org/10.1103/PhysRevB.103.014429
https://doi.org/10.21468/SciPostPhys.12.2.075
https://doi.org/10.21468/SciPostPhys.12.2.075
https://doi.org/10.1103/PhysRevB.105.184424
https://doi.org/10.1088/2399-6528/ab3ab3
https://doi.org/10.1088/2399-6528/ab3ab3
https://doi.org/10.1103/PhysRevB.105.064408
https://doi.org/10.1103/PhysRevB.106.125145
https://doi.org/10.1103/PhysRevB.106.125145
https://doi.org/10.1088/1367-2630/aba064
https://doi.org/10.1088/1367-2630/aba064
https://doi.org/10.1103/PhysRevA.93.012303
https://doi.org/10.1007/978-3-319-48487-7
https://doi.org/10.1103/RevModPhys.80.517
https://doi.org/10.1103/RevModPhys.80.517
https://doi.org/10.1103/PhysRevLett.80.2245
https://doi.org/10.1103/PhysRevLett.80.2245
https://doi.org/10.1007/s11128-010-0197-7
https://doi.org/10.1007/s11128-010-0197-7
https://doi.org/10.1063/1.3518900
https://doi.org/10.1063/1.3518900
https://doi.org/10.1007/978-3-642-03163-2
https://doi.org/10.1103/PhysRevA.52.3457
https://doi.org/10.1063/1.4838856
https://doi.org/10.1103/PhysRevLett.89.127902
https://doi.org/10.1103/PhysRevLett.89.127902

[40]

[41]

42]

[43]

[44]

[45]

[46]

[47]

(48]

[49]

[50]

[51]

M. B. Plenio and S. Virmani, Quantum In-
formation and Computation 7, 1 (2007). DOI:
10.26421/QIC7.1-2-1.

S. M. Giampaolo, S. Montangero, F. Dell’Anno,
S. De Siena, and F. Iluminati, Universal as-
pects in the behavior of the entanglement spec-
trum in one dimension: Scaling transition at the
factorization point and ordered entangled struc-
tures, Physical Review B 88, 125142 (2013). DOI:
10.1103 /PhysRevB.88.125142.

N. Miji¢ and D. Davidovié, Batched matrix
operations on distributed GPUs with appli-
cation in theoretical physics, 2022 45th Ju-
bilee International Convention on Informa-
tion, Communication and Electronic Technol-
ogy (MIPRO), Opatija, Croatia, 2022, pp. 293-
299.DOI: 10.23919/MIPRO55190.2022.9803591.
B. Lesche, Rényi entropies and observables,
Physical Review E 70, 017102 (2004). DOI:
10.1103/PhysRevE.70.017102.

F. A. Bovino, G. Castagnoli, A. Ekert, P.
Horodecki, C. Moura Alves and A. V. Sergienko,
Direct Measurement of Nonlinear Properties of
Bipartite Quantum States, Physical Review Let-
ters 95, 240407 (2006). DOIL: 10.1103/Phys-
RevLett.95.240407.

D. A. Abanin and E. Demler, Measuring Entan-
glement Entropy of a Generic Many-Body Sys-
tem with a Quantum Switch, Physical Review
Letters 109, 020504 (2012). DOI: 10.1103/Phys-
RevLett.109.020504.

R. Islam, R. Ma, P. M. Preiss, M. Eric Tai, A.
Lukin, M. Rispoli, and M. Greiner, Measuring
entanglement entropy in a quantum many-body
system, Nature 528, 77 (2015). DOI: 10.1038 /na-
turel5750.

A. M. Kaufman, M. Eric Tai, A. Lukin, M.
Rispoli, R. Schittko, P. M. Preiss, and M.
Greiner, Quantum thermalization through en-
tanglement in an isolated many-body system,
Science 353, 794 (2016). DOI: 10.1126/sci-
ence.aaf6725.

T. Brydges, A. Elben, P. Jurcevic, B. Vermersch,
C. Maier, B. P. Lanyon, P. Zoller, R. Blatt, and
C. F. Roos, Probing Rényi entanglement entropy
via randomized measurements, Science 364, 260
(2019). DOI: 10.1126 /science.aaud963.

P. Hosur, X.-L. Qi, D. A. Roberts, and B.
Yoshida, Chaos in quantum channels, Journal
of High Energy Physics 2016, 4 (2016). DOTI:
10.1007/JHEP02(2016)004.

G. Evenbly, A Practical Guide to the Numeri-
cal Implementation of Tensor Networks I: Con-
tractions, Decompositions and Gauge Freedom,
Frontiers in Applied Mathematics and Statistics,
8 (2022). DOI: 10.3389/fams.2022.806549.

D. M. Greenberger, M. A. Horne, and A.
Zeilinger, Going Beyond Bell’s Theorem, in

[52]

[53]

[54]

[55]

[56]

[57]

[58]

[59]

[60]

[61]

[62]

[63]

Bell’s Theorem, Quantum Theory and Concep-
tions of the Universe, Ed. M. Kafatos, Fun-
damental Theories of Physics 37, 69 Springer
(1989). DOI: 10.1007/978-94-017-0849-4 10.
W. Diir, G. Vidal, and J. I. Cirac, Three
qubits can be entangled in two inequivalent ways,
Physical Review A 62, 062314 (2000). DOLI:
10.1103/PhysRevA.62.062314.

V. Coffman, J. Kundu, and W. K. Woot-
ters, Distributed entanglement, Physical Re-
view A 61, 052306 (2000). DOI: 10.1103/Phys-
RevA.61.052306.

M. B. Hastings, and X.-G. Wen, Quasiadi-
abatic continuation of quantum states: The
stability of topological ground-state degeneracy
and emergent gauge invariance, Physical Re-
view B 72, 045141 (2005). DOI: 10.1103/Phys-
RevB.72.045141.

J. Odavi¢, T. Haug and G. Torre, A. Hamma,
F. Franchini and S. M. Giampaolo, Complexity
of frustration: a new source of non-local non-
stabilizerness, arxiv:2209:10541 (2022). DOI:
10.48550/arXiv.2209.10541.

T. R. de Oliveira, G. Rigolin, and M. C. de
Oliveira, Genuine Multipartite Entanglement in
Quantum Phase Transitions, Physical Review
A 73, 010305(R) (2006). DOIL: 10.1103/Phys-
RevA.73.010305.

T. R. de Oliveira, G. Rigolin, M. C. de
Oliveira, and E. Miranda, Multipartite Entan-
glement Signature of Quantum Phase Transi-
tions, Phys. Rev. Lett. 97, 170401 (2006). DOTI:
10.1103/PhysRevLett.97.170401.

A. Anfossi, P. Giorda, and A. Montorsi,
Momentum-space analysis of multipartite entan-
glement at quantum phase transitions, Phys.
Rev. B 78, 144519 (2008). DOI: 10.1103/Phys-
RevB.78.144519.

S. M. Giampaolo, and B. C. Hiesmayr, Genuine
Multipartite Entanglement in the XY Model,
Physical Review A 88, 052305 (2013). DOI:
10.1103 /PhysRevA.88.052305.

S. M. Giampaolo, and B. C. Hiesmayr, Gen-
uine Multipartite Entanglement in the Cluster-
Ising Model, New Journal of Physics 16, 093033
(2014). DOI: 10.1088,/1367-2630/16,/9/093033.
S. M. Giampaolo, and B. C. Hiesmayr, Topo-
logical and nematic ordered phases in many-
body cluster-Ising models, Physical Review
A 92, 012306 (2015). DOIL: 10.1103/Phys-
RevA.92.012306.

M. Hofmann, A. Osterloh, and O. Giihne, Scal-
ing of genuine multiparticle entanglement close
to a quantum phase transition, Physical Re-
view B 89, 134101 (2014). DOI: 10.1103/Phys-
RevB.89.134101.

D. Girolami, T. Tufarelli, and C. E. Susa, Quan-
tifying genuine multipartite correlations and

Accepted in (Yuantum 2023-09-07, click title to verify. Published under CC-BY 4.0. 14


https://doi.org/10.26421/QIC7.1-2-1
https://doi.org/10.26421/QIC7.1-2-1
https://doi.org/10.1103/PhysRevB.88.125142
https://doi.org/10.1103/PhysRevB.88.125142
https://doi.org/10.23919/MIPRO55190.2022.9803591
https://doi.org/10.1103/PhysRevE.70.017102
https://doi.org/10.1103/PhysRevE.70.017102
https://doi.org/10.1103/PhysRevLett.95.240407
https://doi.org/10.1103/PhysRevLett.95.240407
https://doi.org/10.1103/PhysRevLett.109.020504
https://doi.org/10.1103/PhysRevLett.109.020504
https://doi.org/10.1038/nature15750
https://doi.org/10.1038/nature15750
https://doi.org/10.1126/science.aaf6725
https://doi.org/10.1126/science.aaf6725
https://doi.org/10.1126/science.aau4963
https://doi.org/10.1007/JHEP02(2016)004
https://doi.org/10.1007/JHEP02(2016)004
https://doi.org/10.3389/fams.2022.806549
https://doi.org/10.1007/978-94-017-0849-4_10
https://doi.org/10.1103/PhysRevA.62.062314
https://doi.org/10.1103/PhysRevA.62.062314
https://doi.org/10.1103/PhysRevA.61.052306
https://doi.org/10.1103/PhysRevA.61.052306
https://doi.org/10.1103/PhysRevB.72.045141
https://doi.org/10.1103/PhysRevB.72.045141
https://doi.org/10.48550/arXiv.2209.10541
https://doi.org/10.48550/arXiv.2209.10541
https://doi.org/10.1103/PhysRevA.73.010305
https://doi.org/10.1103/PhysRevA.73.010305
https://doi.org/10.1103/PhysRevLett.97.170401
https://doi.org/10.1103/PhysRevLett.97.170401
https://doi.org/10.1103/PhysRevB.78.144519
https://doi.org/10.1103/PhysRevB.78.144519
https://doi.org/10.1103/PhysRevA.88.052305
https://doi.org/10.1103/PhysRevA.88.052305
https://doi.org/10.1088/1367-2630/16/9/093033
https://doi.org/10.1103/PhysRevA.92.012306
https://doi.org/10.1103/PhysRevA.92.012306
https://doi.org/10.1103/PhysRevB.89.134101
https://doi.org/10.1103/PhysRevB.89.134101

[64]

[65]

(6]

167]

(68]

(69]

[70]

[71]

[72]

(73]

[74]

their pattern complexity, Physical Review Let-
ters 119, 140505 (2017). DOIL: 10.1103/Phys-
RevLett.119.140505.

M. Gabbrielli, A. Smerzi, and L. Pezzé,
Multipartite Entanglement at Finite Tempera-
ture, Scientific Reports 8, 15663 (2018). DOI:
10.1038/s41598-018-31761-3.

S. Haldar, S. Roy, T. Chanda, A. Sen De,
and U. Sen, Multipartite entanglement at dy-
namical quantum phase transitions with non-
uniformly spaced criticalities, Physical Review
B 101, 224304 (2020). DOIL: 10.1103/Phys-
RevB.101.224304.

I. Peschel and V. J. Emery, Calculation of spin
correlations in two-dimensional Ising systems
from one-dimensional kinetic models, Zeitschrift
fiir Physik B Condensed Matter 43, 241 (1981).
DOLI: 10.1007/BF01297524.

W. Selke, The ANNNI model — Theoretical
analysis and experimental application, Physics
Reports 170, 213 (1988). DOI: 10.1016/0370-
1573(88)90140-8.

A. K. Chandra and S. Dasgupta, Floating
phase in the one-dimensional transverse axial
next-nearest-neighbor Ising model, Physical Re-
view E 75, 021105 (2007). DOI: 10.1103/Phys-
RevE.75.021105.

D. Allen, P. Azaria and P. Lecheminant, A two-
leg quantum Ising ladder: A bosonization study
of the ANNNI model, Journal of Physics A:
Mathematical and General L305 (2001). DOT:
10.1088/0305-4470/34/21/101.

P. R. C. Guimaraes, J. A. Plascak, F. C.
Sa Barreto, and J. Florencio, Quantum phase
transitions in the one-dimensional transverse
Ising model with second-neighbor interactions,
Physical Review B 66, 064413 (2002). DOL:
10.1103/PhysRevB.66.064413.

M. Beccaria, M. Campostrini and A. Feo, Ev-
idence for a floating phase of the transverse
ANNNI model at high frustration, Physical Re-
view B 76, 094410 (2007). DOI: 10.1103/Phys-
RevB.76.094410.

S. Suzuki, J.-i. Inoue and B. K. Chakrabarti,
Quantum Ising phases and transitions in trans-
verse Ising models, Springer, Berlin, Heidelberg,
Germany, ISBN 9783642330384 (2013). DOLI:
10.1007/978-3-642-33039-1.

V. Oganesyan, and D. A. Huse, Localization
of interacting fermions at high temperature,
Physical Review B 75, 155111 (2007). DOL:
10.1103/PhysRevB.75.155111.

Y. Y. Atas, E. Bogomolny, O. Giraud, and G.
Roux, Distribution of the Ratio of Consecu-
tive Level Spacings in Random Matrix Ensem-
bles, Physical Review Letters 110, 084101 (2013).
DOI: 10.1103 /PhysRevLett.110.084101.

[75]

|76]

[77]

78]

[79]
[80]

J. Odavi¢, and P. Mali, Random matrix ensem-
bles in hyperchaotic classical dissipative dynamic
systems, Journal of Statistical Mechanics: The-
ory and Experiment 2021, 043204 (2021). DOLI:
10.1088/1742-5468 /abed46.

Barouch, E. and McCoy, B. M. Statistical Me-
chanics of the XY Model. II. Spin-Correlation
Functions. Physical Review A 3, 786-804 (1971).
DOTI: 10.1103/PhysRevA.3.786.

Vidal, G., Latorre, J. 1., Rico, E. and Kitaev,
A. Entanglement in Quantum Critical Phenom-
ena. Phys. Rev. Lett. 90, 227902 (2003). DOI:
10.1103 /PhysRevLett.90.227902.
mpmath: a Python library for
precision floating-point arithmetic
1.3.0). http://mpmath.org/.
https://zenodo.org/record /7252232.
https://github.com/HybridScale/Entanglement-
Cooling-Algorithm.

arbitrary-
(version

Accepted in (Yuantum 2023-09-07, click title to verify. Published under CC-BY 4.0. 15


https://doi.org/10.1103/PhysRevLett.119.140505
https://doi.org/10.1103/PhysRevLett.119.140505
https://doi.org/10.1038/s41598-018-31761-3
https://doi.org/10.1038/s41598-018-31761-3
https://doi.org/10.1103/PhysRevB.101.224304
https://doi.org/10.1103/PhysRevB.101.224304
https://doi.org/10.1007/BF01297524
https://doi.org/10.1016/0370-1573(88)90140-8
https://doi.org/10.1016/0370-1573(88)90140-8
https://doi.org/10.1103/PhysRevE.75.021105
https://doi.org/10.1103/PhysRevE.75.021105
https://doi.org/10.1088/0305-4470/34/21/101
https://doi.org/10.1088/0305-4470/34/21/101
https://doi.org/10.1103/PhysRevB.66.064413
https://doi.org/10.1103/PhysRevB.66.064413
https://doi.org/10.1103/PhysRevB.76.094410
https://doi.org/10.1103/PhysRevB.76.094410
https://doi.org/10.1007/978-3-642-33039-1
https://doi.org/10.1007/978-3-642-33039-1
https://doi.org/10.1103/PhysRevB.75.155111
https://doi.org/10.1103/PhysRevB.75.155111
https://doi.org/10.1103/PhysRevLett.110.084101
https://doi.org/10.1088/1742-5468/abed46
https://doi.org/10.1088/1742-5468/abed46
https://doi.org/10.1103/PhysRevA.3.786
https://doi.org/10.1103/PhysRevLett.90.227902
https://doi.org/10.1103/PhysRevLett.90.227902
http://mpmath.org/
https://zenodo.org/record/7252232
https://github.com/HybridScale/Entanglement-Cooling-Algorithm
https://github.com/HybridScale/Entanglement-Cooling-Algorithm

	 Introduction
	The Model
	 The Entanglement Cooling Algorithm 
	Results
	A Non-integrable Extension: the ANNNI Model
	Entanglement Spectrum Statistics


	Conclusion 
	Acknowledgments
	 Computational details and speed-up of execution
	Entanglement spectrum statistics details
	References

