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#### Abstract

We determine the solution to the classical master equation for a 3D topological field theory with Wess-Zumino term and an underlying geometrical structure of a twisted R-Poisson manifold on its target space. The graded geometry of the target space departs from the usual QP structure encountered in the AKSZ construction of topological sigma models, the obstruction being attributed to the presence of the Wess-Zumino 4 -form. Due to the inapplicability of the AKSZ construction in this case, we set up the traditional BV/BRST formalism for twisted R-Poisson sigma models in any dimension, which feature an open gauge algebra and constitute multiple stages reducible constrained Hamiltonian systems. An unusual feature of the theories is that it exhibits non-linear openness of the gauge algebra, in other words products of the equations of motion appear in it. Nevertheless, we find the BV action in presence of the 4 -form twist in 3D, namely for a specific 4 -form twisted (pre-)Courant sigma model. Moreover, we provide a complete set of explicit formulas for the off-shell nilpotent BV operator for untwisted R-Poisson sigma models in any dimension.
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## 1 Introduction

The BV/BRST formalism was developed as a general method to quantize an arbitrary field theory with gauge redundancies [1,2]. 1 It is particularly useful, and in fact necessary, for field theories whose gauge structure is reducible, namely when not all gauge transformations are independent, or whose gauge algebra closes either only up to equations of motion or with structure "constants" that depend on the fields of the theory. This is the case in many supersymmetric field theories or supergravity, string field theory, more generally any time when differential form fields of degree higher than one are present in the theory, but also in a variety of topological field theories such as the A-model, B-model [5, 6], Chern-Simons theory [7, 8 ] and BF theories.

The construction of topological quantum field theory in the spirit of the BV/BRST formalism found a geometric foundation through the work of Alexandrov, Kontsevich, Schwarz and Zaboronsky, who showed that solutions to the classical master equation correspond to graded supermanifolds with a QP structure [9]. QP manifolds are characterised by the existence of a cohomological vector field Q of degree 1 and of a graded symplectic structure P , which are compatible in the sense that the graded symplectic form is Q -invariant. The AKSZ construction utilizes this structure to build a ladder of topological field theories that correspond to the geometric ladder of QP manifolds in diverse dimensions. The first instances include the 2D Poisson sigma model [10, 11] - and the A-model and B-model through its gauge fixing - and an extension of the 3D Chern-Simons theory from algebras

[^0]to algebroids, called the Courant sigma model [12-15]. Both have found numerous applications, notably in the deformation quantization of Poisson manifolds [16, 17] which to some extend sparked the development of noncommutative field theory [18] and in the description of general string backgrounds with fluxes [19] 23] and T-duality [24].
On the other hand, it is fair to say that the BV/BRST formalism is more general than the AKSZ construction, since it is possible to imagine that the target space of a given gauge field theory might not possess an underlying QP structure. This is indeed the case in a variety of topological field theories, such as the 2D H-twisted WZW-Poisson sigma model [25], the 2D Dirac sigma models [26] and a class of models with twisted R-Poisson structure in any spacetime dimension that was recently described in Ref. [27] and extended further in Ref. [28] to higher Dirac structures. The underlying reason for the obstruction to QP-ness can be either the presence of a Wess-Zumino term that renders the Q and P structures of the graded manifold incompatible or, more drastically, the very absence of a P structure ${ }^{2}$ In such cases the original AKSZ construction does not apply.

Nevertheless, it was demonstrated recently in the case of the H-twisted Poisson sigma model that a solution to the classical master equation can be determined [30]. This solution, found using the traditional approach to the BV formalism, involves a single term quadratic in antifields, which modifies the one of the untwisted case by $H$-dependent terms, $H$ being the closed 3 -form on the target space that gives rise to the Wess-Zumino term. The full term is controlled by the so-called basic curvature associated to the notion of an $E$-connection in the case $E=T^{*} M$. $E$-connections and $E$-covariant derivatives generalize the usual notion of vector bundle connections and covariant derivatives in case the tangent bundle $T M$ is replaced by a general vector bundle $E$ with suitable structure, for example a Lie or Courant algebroid [31-33]. Such higher geometric structures appear to play a central role in the BV/BRST formalism, notably also for topological field theories without a QP structure in their target space.

The main goal of the present paper is to determine the solution to the classical master equation for 4 -form-twisted R-Poisson sigma models in 3D. This is a special case of a general class of topological field theories with a $(p+2)$-form-twisted R-Poisson structure on the target space in any world volume dimension $p+1$. This structure comprises a smooth target space manifold $M$ endowed with a Poisson bivector $\Pi \in \Gamma\left(\wedge^{2} T M\right)$ together with a fully antisymmetric multivector $R$ of order $p+1$ and a closed $(p+2)$-form $H$ such that ${ }^{3}$

$$
\begin{equation*}
[\Pi, R]=(-1)^{p+1}\left\langle\otimes^{p+2} \Pi, H\right\rangle, \tag{1.1}
\end{equation*}
$$

where the bracket on the left-hand side is the Schouten-Nijenhuis bracket of multivector fields. Thus a twisted R-Poisson manifold is given as the quadruple ( $M, \Pi, R, H$ ). For vanishing $R$ and $H$ it reduces to a Poisson manifold and thus higher dimensional generalizations of the Poisson sigma model are included as special cases.
A graded-geometric incarnation of the structure is achieved by considering the graded supermanifold $\mathcal{M}=T^{*}[p] T^{*}[1] M$ equipped with a cohomological vector field, a Q-structure. Being a degree-shifted cotangent bundle, i.e. a generalized phase space, this manifold has a natural graded symplectic structure P . When $H$ vanishes, the two structures are compatible,

[^1]rendering $\mathcal{M}$ a QP manifold, however this ceases to be true in presence of the $(p+2)$-form $H$, to which we refer as the twist.

Once a sigma model with this target space is written down, the twist appears as a WessZumino term. The theory contains four different types of fields, scalars $X^{i}$, spacetime 1 -forms $A_{i}$, spacetime $(p-1)$-forms $Y^{i}$ and spacetime $p$-forms $Z_{i}$, the index being one on the target space. Since there are differential forms of degree higher than 1 , the theory is multiple stages reducible and moreover its gauge algebra does not close off-shell. This means that the BV formalism must be used to quantize the theory. As already mentioned, this is a standardized task in absence of Wess-Zumino term, since one can simply apply the ASKZ construction. For instance, the theory in 3D is a specific version of the Courant sigma model.
On the other hand, turning on the Wess-Zumino term leads to a departure from this simple picture. Since there is no standardized procedure à la AKSZ for determining the BV action in such cases, one should find it in a direct way, as in the case of the $H$-twisted Poisson sigma model. However, comparing to this 2D case, new features appear in higher dimensions. Notably, we will see that the square of the BRST operator on the top form $Z_{i}$ contains field equations not only linearly but also non-linearly, namely products of field equations. This is not the case in 2D models, like the $H$-twisted Poisson sigma model. Nevertheless, a careful application of the BV formalism leads to the correct BV action in the 3D case, with all modifications due to the twist taken into account. This is then the first example of 4 -form twisted Courant sigma model, in the sense of [34], whose BV action is determined. The mathematical structure underlying this model is within the class of pre-Courant algebroids [35-37].

The problem can be actually formulated in arbitrary world volume dimensions. Using the gauge invariances of the classical action, the ghost and ghost-for-ghost content of the theory is easily identified and the BRST operator and its square can be calculated for the full tower of fields and ghosts in presence of the $(p+2)$-form twist. As one would expect, the square of the BRST operator turns out to be nonvanishing yet proportional to the classical field equations or products thereof. A genuine BV operator, i.e. one that is strictly nilpotent, then requires the introduction of antifields in the theory. In general dimensions, we provide a universal set of closed formulas for the BV operator on all fields and ghosts in the case of vanishing twist. Although such expressions have been written down explicitly for 3D Courant sigma models [12] (see also [38] for an $L_{\infty}$ approach), here we derive an elegant set of formulas for topological sigma models in any dimension. The essential content of these formulas could also be found via the AKSZ construction in the untwisted case, nevertheless we have determined them in a direct way, which results in very explicit and compact expressions. As already mentioned, the problem becomes more tractable for 3 world volume dimensions, in which case we determine the full BV operator including the twist and consequently the full BV action for 4 -form-twisted Courant sigma models of twisted R-Poisson type.

The rest of the paper is organised as follows. In Section 22 we describe the main features of twisted R-Poisson sigma models and the geometry of their target space. In Section 2.1 twisted R-Poisson manifolds are defined and their description as Q-manifolds in graded geometry is explained. The corresponding topological fields theory is discussed in Section
2.2 together with its gauge symmetries and field equations. Section 3.1 contains the identification of the ghosts and ghosts for ghosts that must be included in the theory in arbitrary dimensions. In the same section we determine the BRST operator for all fields and ghosts and show that it is nilpotent only on-shell. We proceed in Section 3.2 with the introduction of antifields and antighosts and the extension of the BRST operator to the BV operator, which is nilpotent off-shell, in the untwisted case. We then focus on 3-dimensional world volumes with 4 -form Wess-Zumino term in Section 4, where we fully determine all the $H$-dependent corrections to the AKSZ R-Poisson-Courant sigma model. Finally, Section 5 contains our conclusions and outlook.

## 2 Twisted R-Poisson topological field theory

### 2.1 Twisted R-Poisson manifolds

The geometrical structure of the target space for the topological field theories considered in this paper is a twisted R-Poisson manifold. This is an extension of Poisson and twisted Poisson structures to include multisymplectic structures. Before explaining it in more detail, let us briefly recall some basic facts about ordinary Poisson geometry that will be useful in the ensuing. Our goal is to characterize a Poisson structure in several different yet equivalent ways. The most common one is the Lie bracket characterization, where a Poisson manifold is a smooth manifold $M$ equipped with a bilinear, skew symmetric map $\{\cdot, \cdot\}: C^{\infty}(M) \times C^{\infty}(M) \rightarrow C^{\infty}(M)$ that satisfies the Jacobi identity and the Leibniz rule. In our approach we will mostly work with the equivalent definition of a Poisson manifold $(M, \Pi)$ with $\Pi \in \Gamma\left(\wedge^{2} T M\right)$ an antisymmetric bivector field (Poisson structure) that satisfies

$$
\begin{equation*}
[\Pi, \Pi]=0 \tag{2.1}
\end{equation*}
$$

with respect to the Schouten-Nijenhuis bracket on multivector fields $[\cdot, \cdot]: \wedge^{p} T M \times \wedge^{q} T M \rightarrow$ $\wedge^{p+q-1} T M$. It is worth mentioning that this structure can be twisted in a specific way once a closed 3-form $H_{3}$ on $M$ is considered. This gives rise to the so-called twisted Poisson manifold ( $M, \Pi, H_{3}$ ) [39] with defining conditions

$$
\begin{align*}
\frac{1}{2}[\Pi, \Pi] & =\left\langle\otimes^{3} \Pi, H_{3}\right\rangle  \tag{2.2}\\
\mathrm{d} H_{3} & =0, \tag{2.3}
\end{align*}
$$

where d is the de Rham differential and the contraction of the tensor field $\otimes^{3} \Pi$ with the 3 -form in a given local coordinate system is taken in the odd order indices of each $\Pi$.

Both above structures may be seen as the geometry underlying certain Lie algebroids. Recall that a Lie algebroid is a vector bundle $E$ over $M$ with a Lie algebra structure on its sections, so that there exists a Lie bracket $[\cdot, \cdot]_{E}: E \times E \rightarrow E$ that satisfies a Leibniz rule, like the ordinary Lie bracket of vector fields on the tangent bundle $T M$, with the help of a smooth bundle (anchor) map $\rho: E \rightarrow T M$ :

$$
\begin{equation*}
\left[e, f e^{\prime}\right]_{E}=f\left[e, e^{\prime}\right]_{E}+\rho(e) f e^{\prime}, \quad e, e^{\prime} \in \Gamma(E), f \in C^{\infty}(M) \tag{2.4}
\end{equation*}
$$

Poisson structures and their twisted extension are related to this concept when one makes the choice that the vector bundle is the cotangent bundle, namely $E=T^{*} M$, the map $\rho$ is the "musical" isomorphism $\Pi^{\sharp}: T^{*} M \rightarrow T M$ induced by a (possibly twisted, in the above sense) Poisson structure on $M$ and the bracket on sections of the cotangent bundle (that is, 1 -forms) is the (twisted) Koszul bracket ${ }^{4}$

$$
\begin{equation*}
\left[e, e^{\prime}\right]_{K}=\mathcal{L}_{\Pi^{\sharp}(e)} e^{\prime}-\mathcal{L}_{\Pi^{\sharp}\left(e^{\prime}\right)} e-\mathrm{d}\left(\Pi\left(e, e^{\prime}\right)\right)-H_{3}\left(\Pi^{\sharp}(e), \Pi^{\sharp}\left(e^{\prime}\right)\right) . \tag{2.5}
\end{equation*}
$$

Then $\left(T^{*} M, \Pi^{\sharp},[\cdot, \cdot]_{K}\right)$ is a Lie algebroid if and only if the defining conditions (2.2) hold.
Alternatively, a more modern way to think about the above structures is in the context of graded differential geometry and $Q$-structures. Specifically, Vaintrob showed in Ref. 40 that a Lie algebroid on $E$ is in one-to-one correspondence with a $Q$-manifold $\mathcal{M}=E[1]$, that is a graded manifold whose fiber coordinates are assigned degree 1, equipped with a cohomological vector field $Q_{E}$ of degree 1, namely one that satisfies $Q^{2}=\frac{1}{2}\{Q, Q\}=0$. In the present case, the graded manifold is $T^{*}[1] M$ and the degree 1 vector field reads

$$
\begin{equation*}
Q_{T^{*} M}=\Pi^{i j}(x) \xi_{i} \partial_{x^{j}}-\frac{1}{2}\left(\partial_{i} \Pi^{j k}+\Pi^{j l} \Pi^{k m} H_{i l m}\right) \xi_{j} \xi_{k} \partial_{\xi_{i}}, \tag{2.6}
\end{equation*}
$$

where $\left(x^{i}, \xi_{i}\right)$ are degree 0 and 1 coordinates on the graded manifold respectively and we introduced the notation $\partial_{x^{i}}=\partial / \partial x^{i}$ and $\partial_{\xi_{i}}=\partial / \partial \xi_{i}$. In accordance with the above statements, this vector field is of degree 1 and it satisfies the condition $Q^{2}=0$ if and only if (2.2) hold, with or without $H_{3}$.
After this very brief introduction to twisted Poisson manifolds and their corresponding Lie algebroids, let us move on to the main concept underlying the field theories we consider in this paper, namely twisted R-Poisson manifolds. These are equipped with the additional structure of a fully antisymmetric multivector field $R$ of order $p+1$. This can give rise to a bracket that generalizes the Poisson bracket $5\{\cdot, \cdot\}$, however we directly describe the structure in terms of the alternative formulation based on the Schouten-Nijenhuis bracket. Therefore, we consider the quadruple $(M, \Pi, R, H)$ consisting of a smooth manifold $M$ equipped with a bivector $\Pi \in \Gamma\left(\wedge^{2} T M\right)$, an antisymmetric multivector $R \in \Gamma\left(\wedge^{p+1} T M\right)$ of degree $p+1$ and a $(p+2)$-form $H \in \Gamma\left(\wedge^{p+2} T^{*} M\right)$. This is called a twisted R-Poisson manifold of order $p+1$ when the following conditions hold [27]

$$
\begin{align*}
{[\Pi, \Pi] } & =0,  \tag{2.7}\\
{[\Pi, R] } & =(-1)^{p+1}\left\langle\otimes^{p+2} \Pi, H\right\rangle  \tag{2.8}\\
\mathrm{d} H & =0 . \tag{2.9}
\end{align*}
$$

For completeness and in absence of any other structure one may include in the definition the requirement that $[R, R]=0$ with respect to the Schouten-Nijenhuis bracket, although this does not appear in the field theoretic incarnation of twisted R-Poisson target spaces.

[^2]Evidently, for vanishing $H$ this should be called an (ordinary or untwisted) R-Poisson structure. Moreover, when in addition $R$ is absent, this reduces to a Poisson structure ${ }^{6}$
As already discussed in [27], a twisted R-Poisson structure has a characterization in terms of $Q$-manifolds too. Instead of the degree-shifted cotangent bundle that was associated to the Poisson case, one should now consider the degree-shifted second-order bundle

$$
\begin{equation*}
\mathcal{M}=T^{*}[p] T^{*}[1] M \tag{2.10}
\end{equation*}
$$

In a local patch, this manifold can be described by four types of graded coordinates $\left(x^{i}, a_{i}, y^{i}, z_{i}\right)$ of degrees $(0,1, p-1, p)$ respectively. The $Q$-structure on this graded manifold is given by the degree 1 vector field

$$
\begin{align*}
Q= & \Pi^{j i} a_{j} \partial_{x^{i}}-\frac{1}{2} \partial_{i} \Pi^{j k} a_{j} a_{k} \partial_{a_{i}}+\left((-1)^{p} \Pi^{j i} z_{j}-\partial_{j} \Pi^{i k} a_{k} y^{j}+\frac{1}{p!} R^{i j_{1} \ldots j_{p}} a_{j_{1}} \ldots a_{j_{p}}\right) \partial_{y^{i}}+ \\
& +\left(\partial_{i} \Pi^{j k} a_{k} z_{j}-\frac{(-1)^{p}}{2} \partial_{i} \partial_{j} \Pi^{k l} y^{j} a_{k} a_{l}+\frac{(-1)^{p}}{(p+1)!} f_{i}^{k_{1} \ldots k_{p+1}} a_{k_{1}} \ldots a_{k_{p+1}}\right) \partial_{z_{i}}, \tag{2.11}
\end{align*}
$$

where $f_{i}^{k_{1} \ldots k_{p+1}}=\partial_{i} R^{k_{1} \ldots k_{p+1}}+\prod_{r=1}^{p+1} \Pi^{k_{r} l_{r}} H_{i l_{1} \ldots l_{p+1}}$. This vector field is cohomological if and only if $(M, \Pi, R, H)$ is a twisted R-Poisson manifold of order $p+1$ [27].

In both cases above, namely the twisted Poisson and twisted R-Poisson structures, the graded $Q$-manifold we described possesses a graded symplectic structure P given in terms of a graded symplectic 2 -form $\omega$. This is evident from the fact that the underlying graded manifold is a cotangent bundle and therefore the graded coordinates form pairs of generalized "coordinates" and "momenta" as in ordinary Hamiltonian mechanics; such pairs are the $(x, \xi)$ in the (twisted) Poisson case and the $(x, z)$ and $(a, y)$ in the (twisted) R-Poisson case. The graded symplectic structure is of degree 2 in the first case and of degree $p$ in the second case. One may then ask whether the graded manifold has a QP structure. As mentioned in the introduction, this is true if and only if the twist $H$ vanishes. Then the graded symplectic 2 -form is indeed $Q$-invariant, namely its Lie derivative along the vector field $Q$ vanishes. However, the presence of $H$ introduces an obstruction to this invariance, as explained in detail in [30] and [27] respectively for each of the two cases, and a genuine QP structure does not exist.

### 2.2 Twisted R-Poisson sigma models

Given a twisted R-Poisson structure of order $p+1$, there exists a topological field theory in $p+1$ dimensions with target space the corresponding twisted R -Poisson manifold $M$ [27]. The fields of the theory are of four different types, specifically (a) a set of scalar fields $X^{i}, i=1, \ldots \operatorname{dim} M$, which are identified with the components of a sigma model map $X: \Sigma_{p+1} \rightarrow M$, where $\Sigma_{p+1}$ is the ( $p+1$ )-dimensional spacetime where the theory is defined (the world volume; in the few instances when we consider a local coordinate system on it, we refer to its coordinates as $\sigma^{\mu}$ with $\left.\mu=0, \ldots p\right)$, (b) world volume 1-forms $A_{i}=A_{i \mu}(\sigma) \mathrm{d} \sigma^{\mu}$

[^3]taking values in the pull-back bundle $X^{*} T^{*} M$, (c) world volume ( $p-1$ )-forms $Y^{i}$ taking values in the pull-back bundle $T M$ and (d) world volume $p$-forms $Z_{i}$ taking values in the pull-back bundle $T^{*} M$. Summarizing, the field content of the theory is
\[

$$
\begin{equation*}
\left(X^{i}, A_{i}, Y^{i}, Z_{i}\right) \quad \text { of form degrees } \quad(0,1, p-1, p) . \tag{2.12}
\end{equation*}
$$

\]

With the above field content, one can write down a general action functional in $p+1$ dimensions with $p \geq 1$, which has the form of a topological sigma model, specifically

$$
\begin{gather*}
S^{(p+1)}=\int_{\Sigma_{p+1}}\left(Z_{i} \wedge \mathrm{~d} X^{i}-A_{i} \wedge \mathrm{~d} Y^{i}+\Pi^{i j}(X) Z_{i} \wedge A_{j}-\frac{1}{2} \partial_{k} \Pi^{i j}(X) Y^{k} \wedge A_{i} \wedge A_{j}+\right. \\
 \tag{2.13}\\
\left.+\frac{1}{(p+1)!} R^{i_{1} \ldots i_{p+1}}(X) A_{i_{1}} \wedge \ldots \wedge A_{i_{p+1}}\right)+\int_{\Sigma_{p+2}} X^{*} H
\end{gather*}
$$

where the last term is a Wess-Zumino one, obtained as the pull-back of the ( $p+2$ )-form $H$ on $M$,

$$
\begin{equation*}
X^{*} H=\frac{1}{(p+2)!} H_{i_{1} \ldots i_{p+2}}(X) \mathrm{d} X^{i_{1}} \wedge \ldots \wedge \mathrm{~d} X^{i_{p+2}} \tag{2.14}
\end{equation*}
$$

and supported on an open $(p+2)$-brane $\Sigma_{p+2}$ whose boundary is $\Sigma_{p+1}$. The ( $p+2$ )-form $H$ is further assumed to be closed, $\mathrm{d} H=0$, so that its variation drops to the boundary and its contribution to the field equations is only through the map X and not its extension that is necessary to define the higher-dimensional term in (2.13). As usual, the quantum theory is well-defined provided that the homology class $\left[X\left(\Sigma_{p+1}\right)\right] \in H_{p+1}(M)$ vanishes and that $H$ defines an integer cohomology class [43].
Although the action functional (2.13) is written on a local patch of the target space $M$, it can be naturally defined globally once the relevant target space connections are introduced. Then the apparently non-tensorial coefficient $\partial_{k} \Pi^{i j}$ is completed to a tensor and the full theory can be written without using a local coordinate system on the target. Since this is not necessary for the purposes of the present paper, we refer to [27] where a complete discussion of the covariant formulation appears.
Provided that $(M, \Pi, R, H)$ is a twisted R-Poisson manifold of order $p+1$, it was shown in [27] that the theory given by (2.13) is invariant under the following set of gauge transformations:

$$
\begin{align*}
\delta X^{i}= & \Pi^{j i} \epsilon_{j},  \tag{2.15}\\
\delta A_{i}= & \mathrm{d} \epsilon_{i}+\partial_{i} \Pi^{j k} A_{j} \epsilon_{k},  \tag{2.16}\\
\delta Y^{i}= & (-1)^{p-1} \mathrm{~d} \chi^{i}+\Pi^{j i} \psi_{j}-\partial_{j} \Pi^{i k}\left(\chi^{j} A_{k}+Y^{j} \epsilon_{k}\right)+\frac{1}{(p-1)!} R^{i j i_{1} \ldots i_{p-1}} A_{i_{1}} \ldots A_{i_{p-1}} \epsilon_{j},  \tag{2.17}\\
\delta Z_{i}= & (-1)^{p} \mathrm{~d} \psi_{i}+\partial_{i} \Pi^{j k}\left(Z_{j} \epsilon_{k}+\psi_{j} A_{k}\right)-\partial_{i} \partial_{j} \Pi^{k l}\left(Y^{j} A_{k} \epsilon_{l}-\frac{1}{2} A_{k} A_{l} \chi^{j}\right)+ \\
& +\frac{(-1)^{p}}{p!} \partial_{i} R^{j i_{1} \ldots i_{p}} A_{i_{1}} \ldots A_{i_{p}} \epsilon_{j}-\frac{1}{(p+1)!} \Pi^{k j} H_{i j l_{1} \ldots l_{p}} \Omega^{l_{1} \ldots l_{p}} \epsilon_{k}, \tag{2.18}
\end{align*}
$$

where wedge products between differential forms are implicit. It is observed that there are three gauge parameters $\left(\epsilon_{i}, \chi^{i}, \psi_{i}\right)$ of form degrees $(0, p-2, p-1)$ respectively. The gauge transformation of the scalar fields is controlled by the Poisson structure $\Pi$. Notably, the only appearance of the components of the $(p+2)$-form $H$ is in the ultimate term of the highest differential form field $Z_{i}$. They are combined with the world volume $p$-form $\Omega^{l_{1} \ldots l_{p}}$ defined as

$$
\begin{equation*}
\Omega^{l_{1} \ldots l_{p}}=\sum_{r=1}^{p+1}(-1)^{r} \prod_{s=1}^{r-1} \mathrm{~d} X^{l_{s}} \prod_{t=r}^{p} \Pi^{l_{t} m_{t}} A_{m_{t}} \tag{2.19}
\end{equation*}
$$

which contains all possible combinations of $\mathrm{d} X$ and $\Pi(A)$ that yield a $p$-form. This is essentially tailor-made to cancel the contribution of the Wess-Zumino term to the gauge variation of $S^{(p+1)}$.
The field equations obtained from the action for the twisted R-Poisson sigma model read

$$
\begin{align*}
F^{i}:= & \mathrm{d} X^{i}+\Pi^{i j} A_{j}=0  \tag{2.20}\\
G_{i}:= & \mathrm{d} A_{i}+\frac{1}{2} \partial_{i} \Pi^{j k} A_{j} \wedge A_{k}=0  \tag{2.21}\\
\mathcal{F}^{i}:= & \mathrm{d} Y^{i}+(-1)^{p} \Pi^{i j} Z_{j}+\partial_{k} \Pi^{i j} A_{j} \wedge Y^{k}-\frac{1}{p!} R^{j_{1} \ldots j_{p}} A_{j_{1}} \wedge \ldots \wedge A_{j_{p}}=0  \tag{2.22}\\
\mathcal{G}_{i}:= & (-1)^{p+1} \mathrm{~d} Z_{i}+\partial_{i} \Pi^{j k} Z_{j} \wedge A_{k}-\frac{1}{2} \partial_{i} \partial_{j} \Pi^{k l} Y^{j} \wedge A_{k} \wedge A_{l}+ \\
& +\frac{1}{(p+1)!} \partial_{i} R^{j_{1} \ldots j_{p+1}} A_{j_{1}} \wedge \ldots \wedge A_{j_{p+1}}+\frac{1}{(p+1)!} H_{i j_{1} \ldots j_{p+1}} \mathrm{~d} X^{j_{1}} \wedge \ldots \wedge \mathrm{~d} X^{j_{p+1}}=0 \tag{2.23}
\end{align*}
$$

Using the first field equation, i.e. the one of the highest form $Z_{i}$, the gauge transformation rule of $Z_{i}$ can be rewritten in an equivalent and more useful form as

$$
\begin{align*}
\delta Z_{i} & =(-1)^{p} \mathrm{~d} \psi_{i}+\partial_{i} \Pi^{j k}\left(Z_{j} \epsilon_{k}+\psi_{j} A_{k}\right)-\partial_{i} \partial_{j} \Pi^{k l}\left(Y^{j} A_{k} \epsilon_{l}-\frac{1}{2} A_{k} A_{l} \chi^{j}\right)+ \\
& +\frac{1}{p!} f_{i}^{i_{1} \ldots i_{p} j} A_{i_{1}} \ldots A_{i_{p}} \epsilon_{j}- \\
& -\frac{1}{(p+1)!} \Pi^{k j} H_{i j l_{1} \ldots l_{p}} \sum_{r=1}^{p}(-1)^{r+1}\binom{p+1}{r+1} \prod_{s=1}^{r} F^{l_{s}} \prod_{t=r+1}^{p} \Pi^{l_{t} m_{t}} A_{m_{t}} \epsilon_{k} \tag{2.24}
\end{align*}
$$

where we have defined

$$
\begin{equation*}
f_{i}^{i_{1} \ldots i_{p+1}}:=\partial_{i} R^{i_{1} \ldots i_{p+1}}+H_{i}{ }^{i_{1} \ldots i_{p+1}}, \tag{2.25}
\end{equation*}
$$

and we introduced the short-hand notation of raising the indices of the components of the $(p+2)$-form $H$ via the 2 -vector $\Pi$, specifically

$$
\begin{equation*}
H_{i}^{i_{1} \ldots i_{p+1}}=\Pi^{i_{1} l_{1}} \ldots \Pi^{i_{p+1} l_{p+1}} H_{i l_{1} \ldots l_{p+1}} \tag{2.26}
\end{equation*}
$$

and accordingly for other index structures.

We can now readily observe that the transformation of $Z_{i}$ contains the field strength of the scalar fields $X^{i}$, which is the field equation of $Z_{i}$. Remarkably, although for the 2D model ( $p=1$ ) this transformation only contains $F^{i}$ linearly and without it appearing together with the field $A_{i}$, this ceases to be true in every other dimension higher than two. In contrast, for example in 3D one finds that ${ }^{7}$

$$
\begin{equation*}
\delta Z_{i} \supset \frac{1}{2} H_{i l}^{m k} F^{l} A_{m} \epsilon_{k}+\frac{1}{3!} H_{i l m}^{k} F^{l} F^{m} \epsilon_{k} \tag{2.27}
\end{equation*}
$$

Thus both a product of $F^{i}$ with $A_{i}$ appears as well as a quadratic term in the field equation. Clearly the situation becomes even more non-linear in higher dimensions. This general feature of this class of theories is unusual and it reproduces itself in the closure of the gauge algebra and the square of the BRST operator that we will encounter in the next section. Although in gauge theories we are used to having gauge algebras that only close on-shell or BRST operators that are nilpotent only on-shell, we are not aware of particular examples where products of field equations appear. This should not be discouraging however, since the general statements of on-shell closure or on-shell nilpotency are still valid. Therefore one expects that these features can still be treated within the BV/BRST formalism and we show in the next sections that this is indeed the case.

## 3 BRST/BV formalism for R-Poisson sigma models

### 3.1 Ghosts and the BRST operator

Having reviewed the classical action functional, the gauge transformations and the field equations of the theory, the next step would be to prepare it for quantization. Therefore, we are interested in determining the classical BV action, which will be the solution to the classical master equation. We recall that the BV extension is necessary when the theory is reducible as a constrained Hamiltonian system and when the gauge algebra closes only on-shell or the BRST operator is nilpotent only on-shell. Both these features are present in the class of theories we study, as we now describe in more detail.
The first step toward quantization is to construct the classical basis of fields and ghosts. The ghosts correspond to the gauge parameters of the theory, promoted to fields of ghost number 1. To avoid introducing too much new notation, we denote the ghosts with the same letters as the gauge parameters. Thus the degree- 1 ghosts are ( $\epsilon_{i}, \chi^{i}, \psi_{i}$ ). However, the theory contains differential forms of form degree greater than 1 and therefore there will necessarily exist gauge transformations that are not independent. This means that the theory is highly reducible as a constrained Hamiltonian system and we must introduce additional ghosts for ghosts that take care of this redundancy. Indeed, the ghosts for the higher differential forms $Y^{i}$ and $Z_{i}$ are $\chi^{i}$ and $\psi_{i}$ of form degree $p-2$ and $p-1$ respectively. Being differential forms themselves means that we must include in the theory fields of ghost degree 2, say $\chi_{(1)}^{i}$ and $\psi_{i}^{(1)}$ of differential form degree $p-3$ and $p-2$. This process

[^4]| Field/Ghost | $X^{i}$ | $A_{i}$ | $Y^{i}$ | $Z_{i}$ | $\epsilon_{i}$ | $\chi_{(r)}^{i}$ | $\psi_{i}^{(r)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Ghost degree | 0 | 0 | 0 | 0 | 1 | $r+1$ | $r+1$ |
| Form degree | 0 | 1 | $p-1$ | $p$ | 0 | $p-2-r$ | $p-1-r$ |

Table 1: The fields and ghosts of the twisted R-Poisson sigma model in $p+1$ dimensions. The range of $r$ is $r=0, \ldots, p-1$ and we make the identifications $\chi_{(0)}^{i} \equiv \chi^{i}, \psi_{i}^{(0)} \equiv \psi_{i}$, so that we use a collective notation for the $p-1$ ghosts $\chi$ and the $p$ ghosts $\psi$. Obviously, $\chi_{(p-1)}^{i}=0$, since this ghost does not exist.
continues until we reach the top ghosts for ghost for each of the $\chi$ and $\psi$ series, which will be spacetime scalars. Thus we find that the classical basis contains the fields

$$
\begin{equation*}
\left(X^{i}, A_{i}, Y^{i}, Z_{i}, \epsilon_{i}, \chi_{(r)}^{i}, \psi_{i}^{(r)}\right), \tag{3.1}
\end{equation*}
$$

where the counter $r$ takes values from 0 to $p-2$ for the $\chi$-series $\chi_{(r)}^{i}$ and from 0 to $p-1$ for the $\psi$-series $\psi_{i}^{(r)} 8$ Thus the classical basis contains a total of $2 p+4$ fields of diverse ghost and form degree. At this stage, this is in accordance with the AKSZ construction; for example in the 3D case where $p=2$ we find 8 fields ( 4 ordinary fields, 3 ghosts and 1 ghost for ghost) as expected for the Courant sigma model [12 15]. We collect these fields along with their ghost and differential form degrees in Table 1.

Since all fields of the theory are bi-graded, having one grading $\mathrm{fd}(\cdot)$ as differential forms and one grading $\operatorname{gh}(\cdot)$ as ghosts, we must choose a sign convention for their commutation. Herewith, for any two fields (including, later on, antifields) $\varphi_{1}$ and $\varphi_{2}$ we shall use the convention

$$
\begin{equation*}
\varphi_{1} \varphi_{2}=(-1)^{\operatorname{gh}\left(\varphi_{1}\right) \operatorname{gh}\left(\varphi_{2}\right)+\operatorname{fd}\left(\varphi_{1}\right) \operatorname{fd}\left(\varphi_{2}\right)} \varphi_{2} \varphi_{1} \tag{3.2}
\end{equation*}
$$

Next we define the BRST operator on the fields and ghosts, denoted as $s_{0}$ and raising the ghost degree by 1 . Its action on the fields is simply the gauge transformation rule appearing in (2.15)-(2.18) with the gauge parameters replaced by the corresponding ghosts. Since we use the same notation for ghosts, we do not repeat these expressions here. The BRST operator should be nilpotent on-shell,

$$
\begin{equation*}
s_{0}^{2}(\cdot) \stackrel{\vdots}{\approx} 0, \tag{3.3}
\end{equation*}
$$

where $(\cdot)$ is a placeholder for any field or ghost and $\approx$ denotes that the field equations of the theory have been taken into account, or in other words that the square of the

[^5]BRST operator is proportional to equations of motion. This requirement fixes the BRST transformation of the ghost fields. In particular, observing that

$$
\begin{equation*}
s_{0}^{2} X^{i}=\Pi^{l k} \partial_{k} \Pi^{j i} \epsilon_{l} \epsilon_{j}+\Pi^{j i} s_{0} \epsilon_{i}, \tag{3.4}
\end{equation*}
$$

and since $X^{i}$ is a scalar and we can require that BRST transformations of $X^{i}$ and $\epsilon_{i}$ do not contain field equations, it is directly observed that due to $\Pi$ being a Poisson bivector the BRST transformation of the ghost $\epsilon_{i}$ is completely fixed to be

$$
\begin{equation*}
s_{0} \epsilon_{i}=-\frac{1}{2} \partial_{i} \Pi^{j k} \epsilon_{j} \epsilon_{k} . \tag{3.5}
\end{equation*}
$$

One may then check that $s_{0}^{2} \epsilon_{i}=0$, as it should. Knowing the BRST transformation of $\epsilon_{i}$ allows us to compute the square of the BRST operator on $A_{i}$ and find

$$
\begin{equation*}
s_{0}^{2} A_{i}=-\frac{1}{2} \partial_{i} \partial_{j} \Pi^{j k} F^{l} \epsilon_{j} \epsilon_{k} . \tag{3.6}
\end{equation*}
$$

We observe that it is proportional to the field equation for $Z_{i}$ and thus it vanishes only on-shell. This already dictates that the BV formalism must be used. Following this logic for the rest of the fields, leads to the BRST transformations of the ghost in the $\chi$ and $\psi$ series. They all follow the same pattern and therefore they can be presented collectively as

$$
\begin{align*}
s_{0} \chi_{(r)}^{i}= & \mathrm{d} \chi_{(r+1)}^{i}+\partial_{k} \Pi^{i j}\left(A_{j} \chi_{(r+1)}^{k}-\epsilon_{j} \chi_{(r)}^{k}\right)-(-1)^{p+r} \Pi^{i j} \psi_{j}^{(r+1)}+ \\
& -\frac{\beta_{(r)}}{(r+2)!(p-r-2)!} R^{i j_{1} \ldots j_{r+2} k_{1} \ldots k_{p-r-2}} \epsilon_{j_{1}} \ldots \epsilon_{j_{r+2}} A_{k_{1}} \ldots A_{k_{p-r-2}},  \tag{3.7}\\
s_{0} \psi_{i}^{(r)}= & \mathrm{d} \psi_{i}^{(r+1)}+\partial_{i} \Pi^{j k}\left(A_{j} \psi_{k}^{(r+1)}-\epsilon_{j} \psi_{k}^{(r)}\right)+ \\
& +(-1)^{p+r} \partial_{i} \partial_{l} \Pi^{j k}\left(\frac{1}{2} \epsilon_{j} \epsilon_{k} \chi_{(r-1)}^{l}-\epsilon_{j} A_{k} \chi_{(r)}^{l}-\frac{1}{2} A_{j} A_{k} \chi_{(r+1)}^{l}\right)- \\
& +\frac{(-1)^{p} \beta_{(r)}}{(r+2)!(p-r-1)!} f_{i}^{j_{1} \ldots j_{r+2} k_{1} \ldots k_{p-r-1}} \epsilon_{j_{1}} \ldots \epsilon_{j_{r+2}} A_{k_{1}} \ldots A_{k_{p-r-1}}+ \\
& +\sum_{s=1}^{p-r-1} \frac{(-1)^{p(s+1)} \beta_{(r)}}{(s+1)!(r+2)!(p-r-s-1)!} H_{i l_{1} \ldots l_{s}}^{j_{1} \ldots j_{r+2} k_{1} \ldots k_{p-r-s-1}} \times \\
& \times \epsilon_{j_{1}} \ldots \epsilon_{j_{r+2}} A_{k_{1}} \ldots A_{k_{p-r-s-1}} F^{l_{1}} \ldots F^{l_{s}}, \tag{3.8}
\end{align*}
$$

where

$$
\begin{equation*}
\beta_{(r)}=(-1)^{p+r(r+1) / 2} . \tag{3.9}
\end{equation*}
$$

A useful remark is that the fields $Y^{i}$ and $Z_{i}$ may be seen as the " -1 " elements in the $\chi$ and $\psi$ series, as is confirmed by inspection of the degrees in Table 1. Indeed, if we identify

$$
\begin{equation*}
\chi_{(-1)}^{i}:=(-1)^{p+1} Y^{i} \quad \text { and } \quad \psi_{i}^{(-1)}:=(-1)^{p} Z_{i} \tag{3.10}
\end{equation*}
$$

then the general formulas (3.7) and (3.8) are identical to the BRST transformations of $Y^{i}$ and $Z_{i}$ for $r=-1$, given in (2.17) and (2.18) with the gauge parameters replaced by the corresponding ghosts. This includes the term in $s_{0} Z_{i}$ containing field equations explicitly.

Note that none of the ghosts in the $\chi$-series contains explicit equation of motion terms in their BRST transformation, whereas all ghosts in the $\psi$-series do, save the top one which is anyway a scalar. The advantage of this identification is that once we compute the square of the BRST operator on the ghosts, the one for the fields $Y^{i}$ and $Z_{i}$ simply follows. A straightforward calculation leads to the results

$$
\begin{align*}
s_{0}^{2} \chi_{(r)}^{i}= & -\frac{\beta_{(r+1)}}{(r+3)!(p-r-4)!} R^{i l j_{1} \ldots j_{r+3} k_{1} \ldots k_{p-r-4}} \epsilon_{j_{1}} \ldots \epsilon_{j_{r+3}} A_{k_{1}} \ldots A_{k_{p-r-4}} G_{l}- \\
& -\frac{(-1)^{p} \beta_{(r+1)}}{(r+3)!(p-r-3)!} \partial_{l} R^{i j_{1} \ldots j_{r+3} k_{1} \ldots k_{p-r-3}} \epsilon_{j_{1}} \ldots \epsilon_{j_{r+3}} A_{k_{1}} \ldots A_{k_{p-r-3}} F^{l}+ \\
+ & \sum_{s=1}^{p-r-2} \frac{(-1)^{(p+1) s} \beta_{(r)}}{(s+1)!(r+3)!(p-r-s-2)!} H_{l_{1} \ldots l_{s}} l_{s} j_{1} \ldots j_{r+3} k_{1} \ldots k_{p-r-s-2} \times \\
& \times \epsilon_{j_{1}} \ldots \epsilon_{j_{r+3}} A_{k_{1}} \ldots A_{k_{p-r-s-2}} F^{l_{1}} \ldots F^{l_{s}}+ \\
& +\partial_{k} \partial_{l} \Pi^{i j} F^{k}\left(A_{j} \chi_{(r+2)}^{l}-\epsilon_{j} \chi_{(r+1)}^{l}\right)+\partial_{k} \Pi^{i j}\left(G_{j} \chi_{(r+2)}^{k}-\psi_{j}^{(r+2)} F^{k}\right), \tag{3.11}
\end{align*}
$$

for the $\chi$-series of ghosts, and

$$
\begin{align*}
& s_{0}^{2} \psi_{i}^{(r)}= \frac{(-1)^{p} \beta_{(r)}}{(r+3)!(p-r-3)!} \partial_{i} R^{l j_{1} \ldots j_{r+3} k_{1} \ldots k_{p-r-3}} \epsilon_{j_{1}} \ldots \epsilon_{j_{r+3}} A_{k_{1}} \ldots A_{k_{p-r-3}} G_{l}- \\
&-\frac{\beta_{(r)}}{(r+3)!(p-r-2)!} \partial_{l} \partial_{i} R^{j_{1} \ldots j_{r+3} k_{1} \ldots k_{p-r-2}} \epsilon_{j_{1}} \ldots \epsilon_{j_{r+3}} A_{k_{1}} \ldots A_{k_{p-r-2}} F^{l}+ \\
&+\sum_{s=0}^{p-r-3} \frac{(-1)^{p(s+1)} \beta_{(r)}}{(s+2)!(r+3)!(p-r-s-3)!} H_{i l_{1} \ldots l_{s}}{ }^{m j_{1} \ldots j_{r+3} k_{1} \ldots k_{p-r-s-3}} \times \\
& \times G_{m} \epsilon_{j_{1}} \ldots \epsilon_{j_{r+3}} A_{k_{1} \ldots A_{k_{p-r-s-3}} F^{l_{1}} \ldots F^{l_{s}}+} \\
&+2 \sum_{s=1}^{p-r-1} \frac{(-1)^{p(s+1)+s} \beta_{(r)}}{(s+1)!(r+3)!(p-r-s-1)!} \partial_{(i} H_{\left.l_{1}\right) l_{2} \ldots l_{s}}^{j_{1} \ldots j_{r+3} k_{1} \ldots k_{p-r-s-1}} \times \\
& \times \epsilon_{j_{1}} \ldots \epsilon_{j_{r+3}} A_{k_{1}} \ldots A_{k_{p-r-s-1}} F^{l_{1}} \ldots F^{l_{s}}+ \\
&+(-1)^{p+r} \partial_{i} \partial_{l} \Pi^{j k} G_{j}\left(A_{k} \chi_{(r+2)}^{l}-\epsilon_{k} \chi_{(r+1)}^{l}\right)+ \\
&+(-1)^{p+r} \partial_{i} \partial_{j} \partial_{m} \Pi^{k l} F^{j}\left(\frac{1}{2} A_{k} A_{l} \chi_{(r+2)}^{m}+\epsilon_{k} A_{l} \chi_{(r+1)}^{m}-\frac{1}{2} \epsilon_{k} \epsilon_{l} \chi_{(r)}^{m}\right),
\end{align*}
$$

for the $\psi$-series of ghosts. We observe that in both cases the field equations of $Y^{i}$ and $Z_{i}$ appear in all terms on the right-hand side. Moreover, according to the discussion above,
the square of the BRST operator on $Y^{i}$ is found to be

$$
\begin{align*}
s_{0}^{2} Y^{i}= & \frac{1}{2(p-3)!} R^{i l_{1} j_{2} k_{1} \ldots k_{p-3}} \epsilon_{j_{1}} \epsilon_{j_{2}} A_{k_{1}} \ldots A_{k_{p-3}} G_{l}+(-1)^{p} \partial_{k} \Pi^{i j}\left(\psi_{j}^{(1)} F^{k}-G_{j} \chi_{(1)}^{k}\right)+ \\
& +\frac{(-1)^{p}}{2(p-2)!} \partial_{l} R^{i j_{1} j_{2} k_{1} \ldots k_{p-2}} \epsilon_{j_{1}} \epsilon_{j_{2}} A_{k_{1}} \ldots A_{k_{p-2}} F^{l}+(-1)^{p} \partial_{k} \partial_{l} \Pi^{i j} F^{k}\left(\epsilon_{j} \chi^{l}-A_{k} \chi_{(1)}^{l}\right)- \\
& -\sum_{s=1}^{p-1} \frac{(-1)^{(p+1) s}}{2(s+1)!(p-s-1)!} H_{l_{1} \ldots l_{s}}{ }^{i j_{1} j_{2} k_{1} \ldots k_{p-s-1}} \epsilon_{j_{1}} \epsilon_{j_{2}} A_{k_{1}} \ldots A_{k_{p-s-1}} F^{l_{1}} \ldots F^{l_{s}} . \tag{3.13}
\end{align*}
$$

For the corresponding expression of $Z_{i}$, which could alternatively be calculated directly from (2.18), we find

$$
\begin{align*}
s_{0}^{2} Z_{i} & =\frac{(-1)^{p}}{2(p-2)!} \partial_{i} R^{l j_{1} j_{2} k_{1} \ldots k_{p-2}} \epsilon_{j_{1}} \epsilon_{j_{2}} A_{k_{1}} \ldots A_{k_{p-2}} G_{l}+(-1)^{p} \partial_{i} \Pi^{j k} G_{j} \psi_{k}^{(1)}- \\
& -\frac{1}{2(p-1)!} \partial_{l} \partial_{i} R^{j_{1} j_{2} k_{1} \ldots k_{p-1}} \epsilon_{j_{1}} \epsilon_{j_{2}} A_{k_{1}} \ldots A_{k_{p-1}} F^{l}+(-1)^{p} \partial_{j} \partial_{i} \Pi^{k l} F^{j}\left(A_{k} \psi_{l}^{(1)}-\epsilon_{k} \psi_{l}\right)+ \\
& +\partial_{i} \partial_{l} \Pi^{j k} G_{j}\left(\epsilon_{k} \chi^{l}-A_{k} \chi_{(1)}^{l}\right)+\frac{(-1)^{p}}{2} \partial_{i} \partial_{l} \Pi^{j k} \epsilon_{j} \epsilon_{k} \mathcal{F}^{l}- \\
& -\partial_{i} \partial_{j} \partial_{m} \Pi^{k l} F^{j}\left(\frac{1}{2} A_{k} A_{l} \chi_{(1)}^{m}+\epsilon_{k} A_{l} \chi^{m}+\frac{(-1)^{p}}{2} \epsilon_{k} \epsilon_{l} Y^{m}\right)+ \\
& +\sum_{s=0}^{p-2} \frac{(-1)^{p(s+1)}}{2(s+2)!(p-s-2)!} H_{i l_{1} \ldots l_{s}}^{m j_{1} j_{2} k_{1} \ldots k_{p-s-2}} G_{m} \epsilon_{j_{1}} \epsilon_{j_{2}} A_{k_{1}} \ldots A_{k_{p-s-2}} F^{l_{1}} \ldots F^{l_{s}}+ \\
& +\sum_{s=1}^{p} \frac{(-1)^{p(s+1)+s}}{(s+1)!(p-s)!} \partial_{(i} H_{\left.l_{1}\right) l_{2} \ldots l_{s}}^{j_{1} j_{2} k_{1} \ldots k_{p-s}} \epsilon_{j_{1}} \epsilon_{j_{2}} A_{k_{1}} \ldots A_{k_{p-s}} F^{l_{1}} \ldots F^{l_{s}} . \tag{3.14}
\end{align*}
$$

This completes the calculation of the square of the BRST operator on all fields. Since in most cases it does not vanish off-shell, the BV formalism is necessary to solve the classical master equation.

Nevertheless, before proceeding with the BV formalism, it is worth listing the fields and ghosts whose BRST transformation is already nilpotent off-shell. First, we saw that this is the case for $X^{i}$ and $\epsilon_{i}$. There exist, however, two more ghosts with this property. These are the top ghosts in each of the $\chi$ and $\psi$ series, namely $\chi_{(p-2)}^{i}$ and $\psi_{i}^{(p-1)}$, both being spacetime scalars. The general formulas yield

$$
\begin{align*}
& s_{0} \chi_{(p-2)}^{i}=-\partial_{k} \Pi^{i j} \epsilon_{j} \chi_{(p-2)}^{k}-\Pi^{i j} \psi_{j}^{(p-1)}-\frac{\beta_{(p-2)}}{p!} R^{i j_{1} \ldots j_{p}} \epsilon_{j_{1}} \ldots \epsilon_{j_{p}},  \tag{3.15}\\
& s_{0} \psi_{i}^{(p-1)}=-\partial_{i} \Pi^{j k} \epsilon_{j} \psi_{k}^{(p-1)}-\frac{1}{2} \partial_{i} \partial_{l} \Pi^{j k} \epsilon_{j} \epsilon_{k} \chi_{(p-2)}^{l}+\frac{(-1)^{p} \beta_{(p-1)}}{(p+1)!} f_{i}^{j_{1} \ldots j_{p+1}} \epsilon_{j_{1}} \ldots \epsilon_{j_{p+1}} . \tag{3.16}
\end{align*}
$$

Either by direct computation or simply by inspection of the results (3.11) and (3.12), we find

$$
\begin{equation*}
s_{0}^{2} \chi_{(p-2)}^{i}=0=s_{0}^{2} \psi_{i}^{(p-1)} . \tag{3.17}
\end{equation*}
$$

We conclude that only 4 of the $2 p+4$ fields in (3.1), naturally being the four scalars, have nilpotent BRST operator acting on them. Therefore, for these fields there is no need to modify this operator, or in other words the BRST and the BV operator are identical for them. Thus we denote

$$
\begin{equation*}
s X^{i}:=s_{0} X^{i}, \quad s \epsilon_{i}:=s_{0} \epsilon_{i}, \quad s \chi_{(p-2)}^{i}=s_{0} \chi_{(p-2)}^{i}, \quad s \psi_{i}^{(p-1)}:=s_{0} \psi_{i}^{(p-1)}, \tag{3.18}
\end{equation*}
$$

and $s^{2}$ vanishes on these fields.

### 3.2 Antifields and the untwisted BV operator

To pave the way towards determining the solution of the classical master equation of a twisted R-Poisson sigma model, we could follow one of two equivalent ways. The first step is common in either of the two and it amounts to enlarging the space of fields and ghosts by inclusion of the corresponding antifields and antighosts. For any field $\varphi$ we denote them as $\varphi_{+}$(or $\varphi^{+}$, depending on the index position.) These are fields such that

$$
\begin{align*}
\operatorname{gh}(\varphi)+\operatorname{gh}\left(\varphi_{+}\right) & =-1  \tag{3.19}\\
\operatorname{fd}(\varphi)+\operatorname{fd}\left(\varphi_{+}\right) & =p+1 \tag{3.20}
\end{align*}
$$

The full set of $2 p+4$ antifields and antighosts with their degrees appears in Table 2. In total the fields and antifields are $4(p+2)$ in number, a multiple of 4 . This is to be expected, since without the Wess-Zumino term one could have used the AKSZ contruction with source space the graded manifold $T[1] \Sigma$ and would have constructed 4 superfields containing the sum of all fields and antifields of total degree (the sum of ghost and form degrees) $0,1, p-1, p$ respectively. In particular, the superfield $\mathbf{X}^{i}$ of total degree 0 would contain $\left(X^{i}, Z_{+}^{i}, \psi_{+(r)}^{i}\right)$, the total degree-1 superfield $\mathbf{A}_{i}$ would contain $\left(A_{i}, \epsilon_{i}, Y_{i}^{+}, \chi_{i}^{+(r)}\right)$, the total degree- $(p-1)$ superfield $\mathbf{Y}^{i}$ would contain $\left(Y^{i}, \chi_{(r)}^{i}, A_{+}^{i}, \epsilon_{+}^{i}\right)$ and the total degree- $p$ superfield $\mathbf{Z}_{i}$ would contain $\left(Z_{i}, \psi_{i}^{(r)}, X_{i}^{+}\right)$. The BV action would then be of the same form as the classical action but with superfields instead of fields. The Wess-Zumino term given by the pull-back of the 4 -form $H$ is the sole reason that this would not be sufficient to determine the correct BV action.
Next, one could use the BRST transformations found in the previous section to write down the extension of the classical action $S^{(p+1)}$ of (2.13) by all terms that contain one antifield and subsequently extend this action with all allowed terms with two and more antifields such that the classical master equation is satisfied. Alternatively, one could directly determine the BV operator $s$, i.e. the extension of the BRST operator $s_{0}$ that is nilpotent off-shell, using the fact that its action on the antifields produces equations of motion. Here we will work in this latter approach.

Let us describe our approach in a heuristic way before presenting the details of the procedure. We have already found in Section 3.1 that in all cases when the square of the BRST operator on the fields does not vanish, it is proportional to the field equations $F^{i}, G_{i}$ and $\mathcal{F}^{i}$, the latter appearing only in $s_{0}^{2} Z_{i}$. Therefore, we will certainly need the antifields from

| Antifield | $X_{i}^{+}$ | $A_{+}^{i}$ | $Y_{i}^{+}$ | $Z_{+}^{i}$ | $\epsilon_{+}^{i}$ | $\chi_{i}^{+(r)}$ | $\psi_{+(r)}^{i}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Ghost degree | -1 | -1 | -1 | -1 | -2 | $-r-2$ | $-r-2$ |
| Form degree | $p+1$ | $p$ | 2 | 1 | $p+1$ | $r+3$ | $r+2$ |

Table 2: The antifields and antighosts of the twisted R -Poisson sigma model in $p+1$ dimensions. The range of $r$ is the same as for the corresponding fields.

Table 2 whose transformation gives these field equations. These are $Z_{+}^{i}, Y_{i}^{+}$and $A_{+}^{i}$, whose BV transformation will contain

$$
\begin{array}{ll}
s Z_{+}^{i} & \supset(-1)^{p+1} F^{i} \\
s Y_{i}^{+} & \supset G_{i} \\
s A_{+}^{i} & \supset(-1)^{p} \mathcal{F}^{i} \tag{3.23}
\end{array}
$$

among other terms that we will determine. The goal then is to extend the BRST transformations by terms proportional to these antifields such that the square of the resulting operator vanishes. However, one should be careful with two more issues. The first issue is that once $Z_{+}^{i}$ - and $Y_{i}^{+}$-dependent terms are included in the transformation of some field, the lower field which transforms as the derivative of the previous field will contain terms proportional to $\mathrm{d} Z_{+}^{i}$ and $\mathrm{d} Y_{i}^{+}$. This issue is ameliorated by noting that

$$
\begin{array}{lll}
s \psi_{+}^{i} & \supset(-1)^{p} \mathrm{~d} Z_{+}^{i}, \\
s \chi_{i}^{+} & \supset & (-1)^{p} \mathrm{~d} Y_{i}^{+} \tag{3.25}
\end{array}
$$

and so on for the $\chi$ and $\psi$ series, since in general

$$
\begin{array}{lll}
s \psi_{+(r)}^{i} & \supset & \mathrm{~d} \psi_{+(r-1)}^{i} \\
s \chi_{i}^{+(r)} & \supset & -\mathrm{d} \chi_{i}^{+(r-1)} \tag{3.27}
\end{array}
$$

The second issue regards the appearance of explicit field equations in $s_{0} Z_{i}$ and in fact in all ghosts of the $\psi$-series. One may then ask whether any of the antifields will also contain explicit field equations in their BV transformation. The answer is necessarily yes and it will turn out to be very important in determining the correct BV action. Crucially, we will find that $s A_{+}^{i}$ contains $Z_{i}$ dependence and this will lead to a modification of its BV transformation by explicit $F^{i}$-dependent terms. Higher antifields will also get corrected accordingly, but it will become obvious that this will not be crucial for finding the BV action and can be determined a posteriori. This feature of higher ghosts and antifields having BV operator that contains field equations is one that does not exist in ordinary AKSZ constructions.

In summary, this heuristic discussion establishes the strategy for determining the BV operator on the fields. First we recall that the BV operator, denoted in general as $s_{\mathrm{BV}}$ should satisfy the following three properties:
I. When antifields are set to zero, it reduces to the BRST operator $s_{0}$.
II. It is strictly nilpotent, $s_{\mathrm{BV}}^{2}=0$, without using the field equations.
III. It is obtained from a BV action as $s_{\mathrm{BV}} \cdot=\left(S_{\mathrm{BV}}, \cdot\right)$, with respect to the BV antibracket $(\cdot, \cdot)$ defined in Appendix A,

Note that there can (and will) exist operators $s$ other than $s_{\mathrm{BV}}$ that satisfy the first two properties. It is the third property that establishes the right $s=s_{\mathrm{BV}}$ that corresponds to a solution of the classical master equation. Our strategy then goes as follows. Consider the square of the BRST operator and add terms linear in the antifields to $s_{0}$, say $s_{1}$ such that the field equations cancel. Then compute the square of the modified BRST operator $s_{0}+s_{1}$, which will also be proportional to the field equations in general. Modify the operator $s_{0}+s_{1}$ by some antifield-dependent $s_{2}$ and repeat the procedure until the point that the modified operator is nilpotent off-shell. Then properties I and II are addressed. Property III is nearly automatic in the untwisted case but harder to satisfy in the twisted case. The strategy would be to add all possible additional $H$-dependent terms and solve a complicated set of consistency conditions. In the following, we will apply the above strategy in the untwisted case in arbitrary dimensions and we will also solve explicitly the twisted case in three dimensions, addressing the complicated property III.
Let us now apply this procedure, starting with the simplest case of $A_{i}$, for which the square of the BRST operator is given in (3.6). Using (3.21), we refine it to

$$
\begin{equation*}
\left(s_{0}+s_{1}\right) A_{i}=\mathrm{d} \epsilon_{i}+\partial_{i} \Pi^{j k} A_{j} \epsilon_{k}-\frac{(-1)^{p}}{2} \partial_{i} \partial_{l} \Pi^{j k} Z_{+}^{l} \epsilon_{j} \epsilon_{k} \tag{3.28}
\end{equation*}
$$

The square of the modified operator can be easily calculated; requiring that it vanishes fixes completely the transformation of $Z_{+}^{i}$ too. Specifically, for

$$
\begin{equation*}
s Z_{+}^{i}=(-1)^{p+1} F^{i}+\partial_{j} \Pi^{i k} Z_{+}^{j} \epsilon_{k} \tag{3.29}
\end{equation*}
$$

we find that $\left(s_{0}+s_{1}\right)^{2} A_{i}=0$ identically. Therefore the BV operator on $A_{i}$ is

$$
\begin{equation*}
s A_{i}=\mathrm{d} \epsilon_{i}+\partial_{i} \Pi^{j k} A_{j} \epsilon_{k}-\frac{(-1)^{p}}{2} \partial_{i} \partial_{l} \Pi^{j k} Z_{+}^{l} \epsilon_{j} \epsilon_{k} \tag{3.30}
\end{equation*}
$$

However, one should now cross check that $s^{2} Z_{+}^{i}=0$ too. This is a non-trivial consistency check, whose validity is easily established via an easy calculation, using also the modified transformation of $F^{i}$ which is directly computed to be

$$
\begin{equation*}
s F^{i}=\partial_{k} \Pi^{j i} F^{k} \epsilon_{j}-\frac{(-1)^{p}}{2} \Pi^{i j} \partial_{j} \partial_{k} \Pi^{l m} Z_{+}^{k} \epsilon_{l} \epsilon_{m} \tag{3.31}
\end{equation*}
$$

In this way we have determined the BV operator on $A_{i}$ and $Z_{+}^{i}$. The fact that the procedure stopped quickly is only a feature of the low degree differential form $A_{i}$. For the rest of the
fields reducibility kicks in and the procedure must be repeated multiple times. Fortunately, the common pattern of their BRST transformation allows us to perform this task once for each of the $\chi$ and $\psi$ series, before turning to the fields $Y^{i}$ and $Z_{i}$.

For all ghosts $\chi_{(r)}^{i}$, we find the BV transformation

$$
\begin{align*}
s \chi_{(r)}^{i} & =\mathrm{d} \chi_{(r+1)}^{i}+\sum_{s=0}^{p-r-2} \frac{(-1)^{p}}{s!} \partial_{k} \partial_{l_{1}} \ldots \partial_{l_{s}} \Pi^{i j} \sum_{s^{\prime}=0}^{p-r-s-2}(-1)^{s^{\prime}} \mathcal{O}^{l_{1} \ldots l_{s}}\left(s, s^{\prime}\right) \mathfrak{X}_{j}^{k}\left(s, s^{\prime}\right)+ \\
& +\sum_{s=0}^{p-r-2} \frac{1}{s!}(-1)^{p+r+s-1} \partial_{l_{1}} \ldots \partial_{l_{s}} \Pi^{i j} \sum_{s^{\prime}=0}^{p-r-s-2}(-1)^{s^{\prime}} \mathcal{O}^{l_{1} \ldots l_{s}}\left(s, s^{\prime}\right) \psi_{j}^{\left(r+s+s^{\prime}+1\right)}+ \\
& -\sum_{t=0}^{\left\lfloor\frac{p-r-2}{2}\right\rfloor} \sum_{s=0}^{p-r-2 t-2} \sum_{s^{\prime}=0}^{p-r-s-2 t-2} \sum_{t^{\prime}=0}^{p-r-s-s^{\prime}-2 t-2} \frac{(-1)^{(t+1) p+s^{\prime}}}{s!t!} \frac{\beta_{(t-1)} \beta_{(a-2)}}{a!(p-a-t)!} \times \\
& \times \partial_{l_{1}} \ldots \partial_{l_{s}} R^{i j_{1} \ldots j_{a} k_{1} \ldots k_{p-a}} \mathcal{O}^{l_{1} \ldots l_{s}}\left(s, s^{\prime}\right) \widetilde{\mathcal{O}}_{k_{1} \ldots k_{t}}\left(t, t^{\prime}\right) \epsilon_{j_{1}} \ldots \epsilon_{j_{a}} A_{k_{t+1} \ldots A_{k_{p-a}},}, \tag{3.32}
\end{align*}
$$

where we denote $a:=r+s+s^{\prime}+t+t^{\prime}+2$ and we define the following operators,

$$
\begin{align*}
\mathcal{O}^{l_{1} \ldots l_{s}}\left(s, s^{\prime}\right) & =\sum_{\substack{m_{i}=-1 \\
1 \leq i \leq s-1}}^{s^{\prime}-1}\left(\prod_{u=1}^{s-1} \psi_{+\left(m_{u}\right)}^{l_{u}}\right) \psi_{+\left(s^{\prime}-s-\sum_{i=1}^{s-1} m_{i}\right)}^{l_{s}} \\
\widetilde{\mathcal{O}}_{k_{1} \ldots k_{t}}\left(t, t^{\prime}\right) & =\sum_{\substack{m_{i}=-1 \\
1 \leq i \leq t-1}}^{t^{\prime}-1}(-1)^{\sum_{q=0}^{\lfloor t / 2\rfloor-1}\left(1+m_{t-1-2 q}\right)}\left(\prod_{u=1}^{t-1} \chi_{k_{u}}^{+\left(m_{u}\right)}\right) \chi_{k_{t}\left(t^{\prime}-t-\sum_{i=1}^{t-1} m_{i}\right)}^{+} \\
\mathfrak{X}_{j}^{k}\left(s, s^{\prime}\right) & =\sum_{u=0}^{p-r-s-s^{\prime}-2} \widetilde{\mathcal{O}}_{j}(1, u-2) \chi_{\left(r+s+s^{\prime}+u\right)}^{k} \tag{3.33}
\end{align*}
$$

with starting values

$$
\begin{align*}
\mathcal{O}\left(0, s^{\prime}\right) & =\delta_{0, s^{\prime}},  \tag{3.34}\\
\widetilde{\mathcal{O}}\left(0, t^{\prime}\right) & =\delta_{0, t^{\prime}} . \tag{3.35}
\end{align*}
$$

We observe that the operators $\mathcal{O}$ and $\widetilde{\mathcal{O}}$ contain all products of antighosts of the $\psi_{+}$and $\chi^{+}$series and their fusion appears in the last term of the BV operator for the ghosts $\chi_{(r)}^{i}$. A few further remarks are in order. In these formulas, the antighosts $\chi_{i}^{+(r)}$ have been extended to include the values $r=-1,-2,-3$, which by inspection of Tables 11 and 2 are identified with

$$
\begin{equation*}
\chi_{i}^{+(-1)} \equiv(-1)^{p-1} Y_{i}^{+}, \quad \chi_{i}^{+(-2)} \equiv(-1)^{p} A_{i}, \quad \chi_{i}^{+(-3)} \equiv(-1)^{p-1} \epsilon_{i} . \tag{3.36}
\end{equation*}
$$

There is nothing deep about these identifications, it is just one that uniformizes the presentation of the diverse expressions. In particular, it does not mean that $A_{i}$ and $\epsilon_{i}$ are antighosts, but only that they can be alternatively included in the antighost series for presentation purposes.

Similarly, for all ghosts $\psi_{i}^{(r)}$ we find the BV transformation

$$
\begin{align*}
& s \psi_{i}^{(r)}=\mathrm{d} \psi_{i}^{(r+1)}+\sum_{s=0}^{p-r-1} \frac{(-1)^{p}}{s!} \partial_{i} \partial_{l_{1}} \ldots \partial_{l_{s}} \Pi^{j k} \sum_{s^{\prime}=0}^{p-r-s-1}(-1)^{s^{\prime}} \mathcal{O}^{l_{1} \ldots l_{s}}\left(s, s^{\prime}\right) \widetilde{\mathfrak{X}}_{j k}\left(s, s^{\prime}\right)+ \\
& +\frac{(-1)^{p+r}}{2} \sum_{s=0}^{p-r-1} \frac{(-1)^{s}}{s!} \partial_{i} \partial_{l} \partial_{l_{1}} \ldots \partial_{l_{s}} \Pi^{j k} \sum_{s^{\prime}=0}^{p-r-s-1}(-1)^{s+s^{\prime}} \mathcal{O}^{l_{1} \ldots l_{s}}\left(s, s^{\prime}\right) \times \\
& \times \sum_{t=0}^{p-r-s-s^{\prime}-1} \sum_{t^{\prime}=0}^{t}(-1)^{t^{\prime}} \widetilde{\mathcal{O}}_{j}\left(1, t^{\prime}-2\right) \widetilde{\mathcal{O}}_{k}\left(1, t-t^{\prime}-2\right) \chi_{\left(t+r+s+s^{\prime}-1\right)}^{l}+ \\
& +\sum_{t=0}^{\left\lfloor\frac{p-r-1}{2}\right\rfloor} \sum_{s=0}^{p-r-2 t-1} \sum_{s^{\prime}=0}^{p-r-s-2 t-1} \sum_{t^{\prime}=0}^{p-r-s-s^{\prime}-2 t-1} \frac{(-1)^{p t+s^{\prime}}}{s!t!} \frac{\beta_{(t-1)} \beta_{(a-2)}}{a!(p-a-t+1)!} \times \\
& \times \quad \partial_{l_{1}} \ldots \partial_{l_{s}} \partial_{i} R^{j_{1} \ldots j_{a} k_{1} \ldots k_{p-a+1}} \mathcal{O}^{l_{1} \ldots l_{s}}\left(s, s^{\prime}\right) \widetilde{\mathcal{O}}_{k_{1} \ldots k_{t}}\left(t, t^{\prime}\right) \epsilon_{j_{1}} \ldots \epsilon_{j_{a}} A_{k_{t+1}} \ldots A_{k_{p-a+1}}, \tag{3.37}
\end{align*}
$$

where the only new operator that appears is defined as

$$
\begin{equation*}
\widetilde{\mathfrak{X}}_{j k}=\sum_{u=0}^{p-r-s-s^{\prime}-1} \widetilde{\mathcal{O}}_{j}(1, u-2) \psi_{k}^{\left(r+s+s^{\prime}+u\right)} . \tag{3.38}
\end{equation*}
$$

Once again, the fusion of the operators $\mathcal{O}$ and $\widetilde{\mathcal{O}}$ appears in the last term. What remains is to determine the BV operator acting on the fields $Y^{i}$ and $Z_{i}$. These are however just special values of the above general formulas by means of the identifications in (3.10). The above universal formulas give the desired result of the operator that satisfies properties I, II and III. This can be alternatively found via the AKSZ construction since we have set $H=0$ to find these expressions and thus the QP structure is restored. Nevertheless, it is worth emphasizing that the BV operator found via AKSZ would at face value look much more complicated than (3.32) and (3.37). These formulas organise the different terms in a neat and simple way and they are valid in any dimension.

Turning on $H$, the task of finding a closed expression for the BV operator with all H dependent terms included becomes complicated. Nevertheless, the strategy we employed can still be applied, at least in a case by case fashion. In general, the requirement I. and the fact that we have determined the form of the BRST operator for all fields including the $H$-dependence already indicates that $s \psi_{i}^{(r)}$ is modified to

$$
\begin{equation*}
\left.\left.s \psi_{i}^{(r)}\right|_{H=0} \mapsto s \psi_{i}^{(r)}\right|_{H=0}+\Delta s \psi_{i}^{(r)}, \tag{3.39}
\end{equation*}
$$

where the additional $H$ - and $F$-dependent term $\Delta s \psi_{i}^{(r)}$, which vanishes in absence of $H$,
is given as

$$
\begin{aligned}
\Delta s \psi_{i}^{(r)}= & \sum_{s=1}^{p-r-1} \frac{(-1)^{p(s+1)} \beta_{(r)}}{(s+1)!(r+2)!(p-r-s-1)!} H_{i l_{1} \ldots l_{s}}{ }^{j_{1} \ldots j_{r+2} k_{1} \ldots k_{p-r-s-1}} \times \\
& \times \epsilon_{j_{1}} \ldots \epsilon_{j_{r+2}} A_{k_{1}} \ldots A_{k_{p-r-s-1}} F^{l_{1}} \ldots F^{l_{s}}+ \\
& +\sum_{t=0}^{\left\lfloor\frac{p-r-1}{2}\right\rfloor} \sum_{s=0}^{p-r-2 t-1} \sum_{s^{\prime}=0}^{p-r-s-2 t-1} \sum_{t^{\prime}=0}^{p-r-s-s^{\prime}-2 t-1} \frac{(-1)^{p t+s^{\prime}}}{s!t!} \frac{\beta_{(t-1)} \beta_{(a-2)}}{a!(p-a-t+1)!} \times \\
& \times \partial_{l_{1}} \ldots \partial_{l_{s}} H_{i}{ }^{j_{1} \ldots j_{a} k_{1} \ldots k_{p-a+1}} \mathcal{O}^{l_{1} \ldots l_{s}}\left(s, s^{\prime}\right) \widetilde{\mathcal{O}}_{k_{1} \ldots k_{t}}\left(t, t^{\prime}\right) \epsilon_{j_{1}} \ldots \epsilon_{j_{a}} A_{k_{t+1}} \ldots A_{k_{p-a+1}} \\
& +\Delta_{i}(H),
\end{aligned}
$$

where the explicit contributions guarantee that property I. is satisfied and $\Delta_{i}(H)$ with $\Delta_{i} \xrightarrow{H \rightarrow 0} 0$ has to be determined such that properties II. and III. are satisfied too. In addition, $s \chi_{(r)}^{i}$ is also modified with a corresponding term that should be determined. One should then apply the same algorithmic procedure of taking the square of the modified operator and refining it with suitable antifields as many times as necessary such that eventually its square vanishes. Once this is achieved, one must determine the relative weight of each of the unknown terms in the two series of $\chi$ 's and $\psi$ 's such that the nilpotent operator is indeed one obtained from a BV action through the antibracket. In the next section we apply this approach to the twisted R-Poisson sigma model in 3D.

## 4 Twisted R-Poisson-Courant sigma models in 3D

In this section we apply the general formalism developed above to a specific example, essentially the simplest non-trivial one that can be fully solved including the twist. This is a 3D Courant sigma model with a 4 -form Wess-Zumino term. Such $H$-twisted Courant sigma models were considered from the viewpoint of first class constrained systems and 4 -form-twisted Courant algebroids in [34. Here we study one such topological field theory that has the structure of a twisted R-Poisson sigma model. Apart from determining for the first time the BV action for twisted Courant sigma models, this task will be helpful in exemplifying (and of course extending to the twisted case) the rather complicated closed formulas derived in Section 3,
We consider the action functional (2.13) in three dimensions $(p=2)$,

$$
\begin{align*}
S^{(3)}=\int_{\Sigma_{3}}\left(Z_{i}\right. & \wedge \mathrm{d} X^{i}-A_{i} \wedge \mathrm{~d} Y^{i}+\Pi^{i j}(X) Z_{i} \wedge A_{j}-\frac{1}{2} \partial_{k} \Pi^{i j}(X) Y^{k} \wedge A_{i} \wedge A_{j}+ \\
& \left.+\frac{1}{3!} R^{i j k}(X) A_{i} \wedge A_{j} \wedge A_{k}\right)+\int_{\Sigma_{4}} X^{*} H \tag{4.1}
\end{align*}
$$

with the Wess-Zumino term being the pull-back of a 4 -form on the target space $M$, which is equipped with a twisted R-Poisson structure, consisting of a Poisson bivector $\Pi$ and an antisymmetric trivector $R$ that satisfy

$$
\begin{equation*}
[\Pi, R]=\left\langle\otimes^{4} \Pi, H\right\rangle . \tag{4.2}
\end{equation*}
$$

In absence of $H$, this is a Bianchi identity for the derivation

$$
\begin{equation*}
\mathrm{d}_{\Pi}(\cdot):=[\Pi,(\cdot)], \tag{4.3}
\end{equation*}
$$

which is nilpotent due to the Poisson condition $[\Pi, \Pi]=0$. In this case one notices that $Y^{i}$ is a spacetime 1 -form and it may be combined with $A_{i}$ to a 1-form $V^{I}=\left(A_{i}, Y^{i}\right)$ taking values in the pull-back of the generalized tangent bundle $T M \oplus T^{*} M$, where the index $I$ takes its $2 \operatorname{dim} M$ values. This observation is helpful in identifying the action (4.1) with the general form of a Courant sigma model with Wess-Zumino term, which reads in our conventions as

$$
\begin{align*}
S^{(\mathrm{WZ-CSM})}=\int_{\Sigma_{3}}( & \left(Z_{i} \wedge \mathrm{~d} X^{i}-\frac{1}{2} \eta_{I J} V^{I} \wedge \mathrm{~d} V^{J}+\rho_{I}^{i}(X) Z_{i} \wedge V^{I}+\right. \\
& \left.+\frac{1}{3!} T_{I J K}(X) V^{I} \wedge V^{J} \wedge V^{K}\right)+\int_{\Sigma_{4}} X^{*} H \tag{4.4}
\end{align*}
$$

with $\eta_{I J}$ the $O(\operatorname{dim} M, \operatorname{dim} M)$ covariant metric

$$
\eta=\left(\eta_{I J}\right)=\left(\begin{array}{cc}
0 & \mathbb{1}_{\operatorname{dim} M}  \tag{4.5}\\
\mathbb{1}_{\operatorname{dim} M} & 0
\end{array}\right)
$$

$\rho_{I}^{i}$ the components of the anchor map $\rho: E=T M \oplus T^{*} M \rightarrow T M$ of a Courant algebroid with vector bundle $E$ and $T_{I J K}$ the elements of the Courant bracket in a local basis. The example we use has anchor map components given by the Poisson bivector $\Pi$ and Courant bracket the twisted Koszul one. For $H=0$, it is called a Poisson Courant algebroid or a contravariant Courant algebroid on a Poisson manifold [22,44]. In presence of the WessZumino term there is a departure from this Courant algebroid structure to a twisted one in the sense of [34], or a pre-Courant algebroid in the sense of [35], which in our example becomes the twisted R-Poisson structure. More details on this relation are found in [27].
Our goal now is to determine the corresponding BV action of the classical action (4.1). According to our discussion in Section 3, there exist 16 fields and antifields, specifically the four fields $X^{i}, A_{i}, Y^{i}, Z_{i}$, their four antifields, three ghosts $\epsilon_{i}, \chi^{i}, \psi_{i}$ and their three antighosts and one ghost for ghost $\widetilde{\psi}_{i} \equiv \psi_{i}^{(1)}$ and its antighost. First we briefly recall that when $H=0$ the BV action can be found using the AKSZ construction, see [15]. In short, the above 16 fields are collected in four superfields of degrees $0,1,1,2$,

$$
\begin{align*}
\boldsymbol{X}^{i} & =X^{i}+Z_{+}^{i}+\psi_{+}^{i}+\widetilde{\psi}_{+}^{i}  \tag{4.6}\\
\boldsymbol{A}_{i} & =\epsilon_{i}+A_{i}+Y_{i}^{+}+\chi_{i}^{+}  \tag{4.7}\\
\boldsymbol{Y}^{i} & =\chi^{i}+Y^{i}+A_{+}^{i}+\epsilon_{+}^{i}  \tag{4.8}\\
\boldsymbol{Z}_{i} & =\widetilde{\psi}_{i}+\psi_{i}+Z_{i}+X_{i}^{+} \tag{4.9}
\end{align*}
$$

defined on the graded Q-manifold $T[1] \Sigma_{3}$ and taking values on the QP manifold $T^{*}[2] T^{*}[1] M$, which is isomorphic to $T^{*}[2] T[1] M$, which is typically associated to Courant sigma models. Then the BV action is simply [15]

$$
\begin{equation*}
S_{\mathrm{AKSZ}}^{(3)}=\int_{T[1] \Sigma_{3}}\left(\boldsymbol{Z}_{i} \mathbf{d} \boldsymbol{X}^{i}-\frac{1}{2} \eta_{I J} \boldsymbol{V}^{I} \mathbf{d} \boldsymbol{V}^{J}+\rho_{I}^{i}(\boldsymbol{X}) \boldsymbol{Z}_{i} \boldsymbol{V}^{I}+\frac{1}{3!} T_{I J K}(\boldsymbol{X}) \boldsymbol{V}^{I} \boldsymbol{V}^{J} \boldsymbol{V}^{K}\right) \tag{4.10}
\end{equation*}
$$

with $\boldsymbol{V}^{I}$ the superfield that combines $\boldsymbol{A}_{i}$ and $\boldsymbol{Y}^{i}$ and $\mathbf{d}$ the cohomological vector field on $T[1] \Sigma_{3}$.
Once the twist $H$ is turned on though, this simple sequence of steps does not work, as already argued and as proven in [30] for the 2D AKSZ sigma model after twisting it by a 3 -form. For the sake of completeness and for examplifying the general formulas of Section 3. we now present the BV operator on the eight fields as obtained by applying them in this case. First of all, due to (3.18) and (3.30), we already have the BV operator on five of them,

$$
\begin{align*}
s X^{i} & =\Pi^{j i} \epsilon_{j}  \tag{4.11}\\
s \epsilon_{i} & =-\frac{1}{2} \partial_{i} \Pi^{j k} \epsilon_{j} \epsilon_{k}  \tag{4.12}\\
s \chi^{i} & =-\partial_{k} \Pi^{i j} \epsilon_{j} \chi^{k}-\Pi^{i j} \tilde{\psi}_{j}-\frac{1}{2} R^{i j k} \epsilon_{j} \epsilon_{k}  \tag{4.13}\\
s \widetilde{\psi}_{i} & =-\partial_{i} \Pi^{j k} \epsilon_{j} \tilde{\psi}_{k}-\frac{1}{2} \partial_{i} \partial_{l} \Pi^{j k} \epsilon_{j} \epsilon_{k} \chi^{l}-\frac{1}{3!} f_{i}^{j k l} \epsilon_{j} \epsilon_{k} \epsilon_{l}  \tag{4.14}\\
s A_{i} & =\mathrm{d} \epsilon_{i}+\partial_{i} \Pi^{j k} A_{j} \epsilon_{k}-\frac{1}{2} \partial_{i} \partial_{l} \Pi^{j k} Z_{+}^{l} \epsilon_{j} \epsilon_{k} \tag{4.15}
\end{align*}
$$

where we recall that

$$
\begin{equation*}
f_{i}^{j k l}=\partial_{i} R^{j k l}+H_{i}{ }^{j k l} \tag{4.16}
\end{equation*}
$$

We observe that in the above BV transformations only the one of the ghost for ghost $\widetilde{\psi_{i}}$ receives a correction due to the twist $H$, whereas the rest are identical to the AKSZ result. For $Y^{i}$, partially guided by the formula (3.32) for $p=2$ and $r=-1$ (recalling that $\left.Y^{i}=-\chi_{(-1)}^{i}\right)$, and adding a suitable $H$-dependent correction, we obtain

$$
\begin{align*}
s Y^{i}= & -\mathrm{d} \chi^{i}-\partial_{k} \Pi^{i j}\left(\epsilon_{j} Y^{k}+A_{j} \chi^{k}\right)+\partial_{k} \partial_{l} \Pi^{i j} Z_{+}^{l} \epsilon_{j} \chi^{k}+ \\
& +\Pi^{j i} \psi_{j}+\partial_{k} \Pi^{i j} Z_{+}^{k} \widetilde{\psi}_{j}+ \\
& +R^{i j k} \epsilon_{j} A_{k}+\frac{1}{2}\left(\partial_{l} R^{i j k}+\frac{1}{2} H_{l}^{i j k}\right) Z_{+}^{l} \epsilon_{j} \epsilon_{k} \tag{4.17}
\end{align*}
$$

where we wrote the terms exactly in order of appearance in (3.32). Note that the form of the $H$-correction in the ultimate term is absolutely necessary so as to satisfy all three required properties of the BV operator eventually. Similarly, for $\psi_{i}$ we apply the formula (3.37) for $p=2$ and $r=0$ keeping the order of appearance and add suitable $H$-dependent terms to obtain

$$
\begin{align*}
s \psi_{i}= & \mathrm{d} \widetilde{\psi}_{i}+\partial_{i} \Pi^{j k}\left(-\epsilon_{j} \psi_{k}+A_{j} \widetilde{\psi}_{k}\right)-\partial_{i} \partial_{j} \Pi^{j k} Z_{+}^{l} \epsilon_{j} \widetilde{\psi}_{k}- \\
& -\partial_{i} \partial_{l} \Pi^{j k}\left(\epsilon_{j} A_{k} \chi^{l}+\frac{1}{2} \epsilon_{j} \epsilon_{k} Y^{l}\right)-\frac{1}{2} \partial_{i} \partial_{l} \partial_{m} \Pi^{j k} Z_{+}^{m} \epsilon_{j} \epsilon_{k} \chi^{l}- \\
& +\frac{1}{4} H_{i l}{ }^{j k} \epsilon_{j} \epsilon_{k} F^{l}+\frac{1}{2} f_{i}^{j k l} \epsilon_{j} \epsilon_{k} A_{l}-\frac{1}{3!} \partial_{(m} f_{i)}^{j k l} Z_{+}^{m} \epsilon_{j} \epsilon_{k} \epsilon_{l} . \tag{4.18}
\end{align*}
$$

Finally, collecting together terms of the same type, for the field $Z_{i}$ we find that

$$
\begin{align*}
s Z_{i} & =\mathrm{d} \psi_{i}+\partial_{i} \Pi^{j k}\left(-\epsilon_{j} Z_{k}+A_{j} \psi_{k}-Y_{j}^{+} \widetilde{\psi}_{k}\right)+ \\
& +\partial_{i} \partial_{l} \Pi^{j k}\left(\frac{1}{2} \epsilon_{j} \epsilon_{k} A_{+}^{l}-\epsilon_{j} A_{k} Y^{l}+\frac{1}{2} A_{j} A_{k} \chi^{l}+\epsilon_{j} \psi_{k} Z_{+}^{l}-A_{j} \widetilde{\psi}_{k} Z_{+}^{l}-\epsilon_{j} Y_{k}^{+} \chi^{l}+\epsilon_{k} \widetilde{\psi}_{k} \psi_{+}^{l}\right)+ \\
& +\partial_{i} \partial_{l} \partial_{m} \Pi^{j k}\left(\frac{1}{2} \epsilon_{j} \epsilon_{k} Y^{l} Z_{+}^{m}+\epsilon_{j} A_{k} \chi^{l} Z_{+}^{m}-\frac{1}{2} \epsilon_{j} \widetilde{\psi}_{k} Z_{+}^{l} Z_{+}^{m}+\frac{1}{2} \epsilon_{j} \epsilon_{k} \chi^{l} \psi_{+}^{m}\right)- \\
& -\frac{1}{4} \partial_{i} \partial_{l} \partial_{m} \partial_{n} \Pi^{j k} Z_{+}^{m} Z_{+}^{n} \epsilon_{j} \epsilon_{k} \chi^{l}+\frac{1}{2} f_{i}^{j k l} \epsilon_{j} A_{k} A_{l}+\frac{1}{6} H_{i k l}^{j} \epsilon_{j} F^{k} F^{l}+\frac{1}{2} H_{i l}^{j k} \epsilon_{j} A_{k} F^{l}+ \\
& +\partial_{(i} f_{m)}^{j k l}\left(\frac{1}{6} \epsilon_{j} \epsilon_{k} \epsilon_{l} \psi_{+}^{m}-\frac{1}{2} \epsilon_{j} \epsilon_{k} A_{l} Z_{+}^{m}\right)-\frac{1}{2}\left(\partial_{i} R^{j k l}+\frac{1}{2} H_{i}^{j k l}\right) \epsilon_{j} \epsilon_{k} Y_{l}^{+}- \\
& -\frac{1}{6} \partial_{(i} H_{m) l}{ }^{j k} \epsilon_{j} \epsilon_{k} F^{l} Z_{+}^{m}-\left(\frac{1}{12} \partial_{(m} \partial_{n} f_{i)}^{j k l}+\frac{1}{8} \partial_{(m} \partial_{n} \Pi^{j p} H_{i) p}{ }^{k l}\right) \epsilon_{j} \epsilon_{k} \epsilon_{l} Z_{+}^{m} Z_{+}^{n} \tag{4.19}
\end{align*}
$$

To verify that all the BV operators shown above are nilpotent off-shell, the complete ones for the antifields $Z_{+}^{i}, Y_{i}^{+}, A_{+}^{i}$ and $\psi_{+}^{i}$ are needed too. They are found to be

$$
\begin{align*}
s Z_{+}^{i}= & -F^{i}-\partial_{k} \Pi^{i j} \epsilon_{j} Z_{+}^{k},  \tag{4.20}\\
s Y_{i}^{+}= & G_{i}-\partial_{i} \Pi^{j k} \epsilon_{j} Y_{k}^{+}+\partial_{i} \partial_{l} \Pi^{j k}\left(\frac{1}{2} \epsilon_{j} \epsilon_{k} \psi_{+}^{l}-\epsilon_{j} A_{k} Z_{+}^{l}\right)-\frac{1}{4} \partial_{i} \partial_{l} \partial_{m} \Pi^{j k} \epsilon_{j} \epsilon_{k} Z_{+}^{l} Z_{+}^{m},  \tag{4.21}\\
s A_{+}^{i}= & \mathcal{F}^{i}-\partial_{k} \Pi^{i j}\left(\epsilon_{j} A_{+}^{k}-Y_{j}^{+} \chi^{k}+\psi_{j} Z_{+}^{k}+\widetilde{\psi}_{j} \psi_{+}^{k}\right)- \\
& -\partial_{k} \partial_{l} \Pi^{i j}\left(A_{j} \chi^{k} Z_{+}^{l}+\epsilon_{j} Y^{k} Z_{+}^{l}-\frac{1}{2} \widetilde{\psi}_{j} Z_{+}^{k} Z_{+}^{l}+\epsilon_{j} \chi^{k} \psi_{+}^{l}\right)+\frac{1}{2} \partial_{k} \partial_{l} \partial_{m} \Pi^{i j} \epsilon_{j} \chi^{k} Z_{+}^{l} Z_{+}^{m}+ \\
& +R^{i j k} \epsilon_{j} Y_{k}^{+}+\left(\partial_{l} R^{i j k}+\frac{1}{2} H_{l}^{i j k}\right)\left(\epsilon_{j} A_{k} Z_{+}^{l}-\frac{1}{2} \epsilon_{j} \epsilon_{k} \psi_{+}^{l}\right)- \\
& -\frac{1}{6} H_{k l}^{i j} \epsilon_{j} F^{k} Z_{+}^{l}+\left(\frac{1}{4} \partial_{l} f_{m}^{i j k}-\frac{1}{12} \Pi^{i n} \partial_{l} H_{m n}{ }^{j k}\right) \epsilon_{j} \epsilon_{k} Z_{+}^{l} Z_{+}^{m}  \tag{4.22}\\
s \psi_{+}^{i}= & \mathrm{d} Z_{+}^{i}+\Pi^{i j} Y_{j}^{+}+\partial_{k} \Pi^{i j}\left(A_{j} Z_{+}^{k}-\epsilon_{j} \psi_{+}^{k}\right)+\frac{1}{2} \partial_{k} \partial_{l} \Pi^{i j} \epsilon_{j} Z_{+}^{k} Z_{+}^{l} . \tag{4.23}
\end{align*}
$$

Apart from confirming that the BV operator on the fields is nilpotent, a long yet straightforward calculation leads to the result that its action on these four antifields is also nilpotent, as desired.

With the above data, we can now write the candidate BV action for the 4 -form-twisted R-Poisson sigma model in three dimensions. To present it in a compact way, let $\varphi^{\alpha}, \alpha=$ $1, \ldots, 8$ be a collective notation for the eight distinct fields and ghosts of the theory, whose BV operator is given above. The BV action is simply given as

$$
\begin{equation*}
S_{\mathrm{BV}}^{(3)}=S^{(3)}-\sum_{\alpha} \int(-1)^{\operatorname{gh}(\varphi)} \varphi_{\alpha}^{+} s_{0} \varphi^{\alpha}+\int\left(L_{k} Z_{+}^{k}+M_{k l} Z_{+}^{k} Z_{+}^{l}+N_{k l m} Z_{+}^{k} Z_{+}^{l} Z_{+}^{m}\right) \tag{4.24}
\end{equation*}
$$

with $S^{(3)}$ as in (4.1) and

$$
\begin{align*}
L_{k}= & -\partial_{k} \Pi^{i j} \widetilde{\psi}_{j} Y_{i}^{+}+\partial_{k} \partial_{l} \Pi^{i j}\left(\frac{1}{2} \epsilon_{i} \epsilon_{j} A_{+}^{l}-\epsilon_{j} \chi^{k} Y_{i}^{+}+\epsilon_{i} \widetilde{\psi}_{j} \psi_{+}^{k}\right)+ \\
& +\frac{1}{2} \partial_{k} \partial_{l} \partial_{m} \Pi^{i j} \epsilon_{i} \epsilon_{j} \chi^{l} \psi_{+}^{m}-\frac{1}{2}\left(\partial_{k} R^{i j l}+\frac{1}{2} H_{k}^{i j l}\right) \epsilon_{j} \epsilon_{l} Y_{i}^{+}+\frac{1}{6} \partial_{(k} f_{m)}{ }^{i j l} \epsilon_{i} \epsilon_{j} \epsilon_{l} \psi_{+}^{m},  \tag{4.25}\\
M_{k l}= & \frac{1}{2} \partial_{k} \partial_{l} \Pi^{i j}\left(\epsilon_{i} \psi_{j}-A_{i} \widetilde{\psi}_{j}\right)+\frac{1}{2} \partial_{k} \partial_{l} \partial_{m} \Pi^{i j}\left(\epsilon_{i} A_{j} \chi^{m}+\frac{1}{2} \epsilon_{i} \epsilon_{j} Y^{m}\right)- \\
& -\frac{1}{4} \partial_{(k} f_{l)}{ }^{i j m} \epsilon_{i} \epsilon_{j} A_{m}-\frac{1}{12} \partial_{(k} H_{l) m}{ }^{i j} \epsilon_{i} \epsilon_{j} F^{m}  \tag{4.26}\\
N_{k l m}= & -\frac{1}{6} \partial_{k} \partial_{l} \partial_{m} \Pi^{i j} \epsilon_{i} \widetilde{\psi}_{j}-\frac{1}{12} \partial_{k} \partial_{l} \partial_{m} \partial_{n} \Pi^{i j} \epsilon_{i} \epsilon_{j} \chi^{n}- \\
& -\left(\frac{1}{36} \partial_{(k} \partial_{l} f_{m)}{ }^{i j n}+\frac{1}{24} \partial_{(k} \partial_{l} \Pi^{i p} H_{m) p}{ }^{j n}\right) \epsilon_{i} \epsilon_{j} \epsilon_{n} . \tag{4.27}
\end{align*}
$$

That this is indeed the BV action, or in other words that it is the solution to the classical master equation ( $S_{\mathrm{BV}}, S_{\mathrm{BV}}$ ) with respect to the BV antibracket $(\cdot, \cdot)$ defined in Appendix A, can be seen as follows. The BV operator on the fields should satisfy the three properties I., II. and III. mentioned in section 3.2. To confirm that $S_{\text {BV }}$ as given in (4.24) satisfies the classical master equation, it suffices to show that all the nilpotent operators $s$ derived above are indeed the unique BV operator stemming from $S_{\mathrm{BV}}$ and moreover that the remaining four ones on the antifields of $X^{i}, \epsilon_{i}, \chi^{i}, \widetilde{\psi}_{i}$ are also strictly nilpotent. Then the classical master equation follows due to the graded Jacobi identity for the antibracket. This is not trivial because the operator $s$ can have additional off-shell ambiguities, terms that are proportional to the classical equations of motion of the theory. In particular, there are more than one ways to satisfy properties I. and II., and the point is to show that property III. completely fixes $s$ to be $s_{\mathrm{BV}}$ without further ambiguities.

To show this, first of all notice that only terms proportional to the field equation $F^{i}$ constitute possible ambiguities. This is proven as follows. An ambiguity proportional to the field equation $\mathcal{G}_{i}$ can only potentially appear in the 3 -form antifields $X_{i}^{+}, \epsilon_{+}^{i}, \chi_{i}^{+}, \widetilde{\psi_{+}^{i}}$, since $\mathcal{G}_{i}$ is a 3 -form; such ambiguity terms are a product of a scalar and $\mathcal{G}_{i}$. Since there are no scalar antifields, the ghost degree of a scalar that multiplies $\mathcal{G}_{i}$ has to be nonnegative which means that this type of correction can exist only for the antifields of ghost degree -1 . The only such antifield is $X_{i}^{+}$in which case the scalar multiplying $\mathcal{G}_{i}$ would have vanishing ghost degree, meaning that it is a function of $X$. But such terms in $s X_{i}^{+}$are completely determined by the classical part of the BV action and cannot be modified which then eliminates all the ambiguities proportional to $\mathcal{G}_{i}$.
The ambiguities proportional to 2 -form field equations $G_{i}$ and $\mathcal{F}^{i}$ are possible only in 3form antifields $X_{i}^{+}, \epsilon_{+}^{i}, \chi_{i}^{+}, \widetilde{\psi}_{+}^{i}, 2$-form antifields $A_{+}^{i}, Y_{i}^{+}, \psi_{+}^{i}$ and a 2 -form field $Z_{i}$. Here 2 -form antifields cannot receive such corrections for the same reason why 3 -form antifields could not receive corrections proportional to $\mathcal{G}_{i}$. In $s Z_{i}$ such corrections would not contain any antifields (because there are no scalar antifields), but all such terms are determined by the BRST operator (property I.). Finally, correction terms in 3-form antifields would have 1 -form multiplying the field equation. This 1 -form would need to contain an antifield, for otherwise, such a term would be determined by the classical part of the BV action. Since
there are no scalar antifields and the only 1-form antifield is $Z_{+}^{i}$, the term would contain only $Z_{+}^{i}$ and no other antifields. However, this would produce terms in $s Z_{i}$ that contain no antifields and all such terms are determined by the BRST operator.
Finally, the only possibility are the ambiguities proportional to the field equation $F^{i}$. With this, 1-form fields $A_{i}$ and $Y^{i}$ cannot receive any corrections since those kind of terms cannot contain any antifields and as such are determined by the BRST operator. Similarly, $Z_{+}^{i}$ cannot receive those corrections as well because that would require $s Z_{i}$ to receive corrections that contain no antifields and that part is again determined by the BRST operator. On the other hand, there are no obstructions for $s \psi_{i}$ and $s Z_{i}$ to receive corrections proportional to $F^{i}$ (with the correction in $s Z_{i}$ containing at least one antifield). The remaining antifields would then receive corrections proportional to $F^{i}$ as well, but all those would be determined by the corrections of $s \psi_{i}$ and $s Z_{i}$. So, all the possible independent ambiguities are those proportional to the field equation $F^{i}$ in $s \psi_{i}$ and $s Z_{i}$. In addition, property I. is now completely satisfied. However, properties II. and III. still have to be taken into account. Taking into account all possible corrections, a straightforward calculation finally removes any remaining ambiguities.
A final cross-check is to confirm that $s_{\mathrm{BV}}^{2}$ vanishes on $X_{i}^{+}, \epsilon_{+}^{i}, \chi_{i}^{+}$and $\widetilde{\psi}_{+}^{i}$. First of all, using property III. we determine

$$
\begin{align*}
s \widetilde{\psi}_{+}^{i}= & \mathrm{d} \psi_{+}^{i}+\Pi^{j i} \chi_{+}^{j}-\partial_{k} \Pi^{i j}\left(\epsilon_{j} \widetilde{\psi}_{+}^{k}-Z_{+}^{k} Y_{j}^{+}-A_{j} \psi_{+}^{k}\right)+ \\
& +\partial_{k} \partial_{l} \Pi^{i j}\left(\epsilon_{j} Z_{+}^{l} \psi_{+}^{k}-\frac{1}{2} A_{j} Z_{+}^{l} Z_{+}^{k}\right)-\frac{1}{3!} \partial_{k} \partial_{l} \partial_{m} \Pi^{i j} \epsilon_{j} Z_{+}^{k} Z_{+}^{l} Z_{+}^{m}  \tag{4.28}\\
s \chi_{i}^{+}= & \mathrm{d} Y_{i}^{+}+\partial_{i} \Pi^{j k}\left(-\epsilon_{j} \chi_{k}^{+}+A_{j} Y_{k}^{+}\right)+ \\
& +\partial_{i} \partial_{l} \Pi^{j k}\left(\epsilon_{j} Z_{+}^{l} Y_{k}^{+}+\epsilon_{j} A_{k} \psi_{+}^{l}-\frac{1}{2} \epsilon_{j} \epsilon_{k} \widetilde{\psi}_{+}^{l}+\frac{1}{2} A_{j} A_{k} Z_{+}^{l}\right)+ \\
& +\frac{1}{2} \partial_{i} \partial_{l} \partial_{m} \Pi^{j k} \epsilon_{j}\left(\epsilon_{k} Z_{+}^{m} \psi_{+}^{l}-A_{k} Z_{+}^{l} Z_{+}^{m}\right)-\frac{1}{2} \partial_{i} \partial_{l} \partial_{m} \partial_{n} \Pi^{j k} \epsilon_{j} \epsilon_{k} Z_{+}^{l} Z_{+}^{m} Z_{+}^{n} \tag{4.29}
\end{align*}
$$

for the 3 -form antighosts of the scalar ghosts of the theory, and moreover

$$
\begin{align*}
s \epsilon_{i}^{+}= & -\mathrm{d} A_{+}^{i}+\Pi^{i j} X_{j}^{+}-\partial_{k} \Pi^{i j}\left(\epsilon_{j} \epsilon_{+}^{k}-\chi^{k} \chi_{j}^{+}+\widetilde{\psi}_{j} \widetilde{\psi}_{+}^{k}+A_{j} A_{+}^{k}-Y^{k} Y_{j}^{+}-\psi_{j} \psi_{+}^{k}+Z_{j} Z_{+}^{k}\right) \\
& -\partial_{k} \partial_{l} \Pi^{i j}\left(\epsilon_{j} \chi^{l} \widetilde{\psi}_{+}^{k}+\epsilon_{j} Z_{+}^{l} A_{+}^{k}+\chi^{k} Z_{+}^{l} Y_{j}^{+}+\epsilon_{j} Y^{l} \psi_{+}^{k}+A_{j} \chi^{l} \psi_{+}^{k}-\widetilde{\psi}_{j} Z_{+}^{l} \psi_{+}^{k}+\right. \\
& \left.+A_{j} Y^{l} Z_{+}^{k}-\frac{1}{2} \psi_{j} Z_{+}^{k} Z_{+}^{l}\right)+ \\
& +\partial_{k} \partial_{l} \partial_{m} \Pi^{i j}\left(\epsilon_{j} \chi^{l} Z_{+}^{m} \psi_{+}^{k}+\frac{1}{2} \epsilon_{j} Y^{l} Z_{+}^{k} Z_{+}^{m}+\frac{1}{2} A_{j} \chi^{l} Z_{+}^{k} Z_{+}^{m}-\frac{1}{6} \widetilde{\psi}_{j} Z_{+}^{k} Z_{+}^{l} Z_{+}^{m}\right)- \\
- & \frac{1}{6} \partial_{k} \partial_{l} \partial_{m} \partial_{m} \Pi^{i j} \epsilon_{j} \chi^{l} Z_{+}^{k} Z_{+}^{m} Z_{+}^{n}-R^{i j k}\left(\epsilon_{j} \chi_{k}^{+}+A_{k} Y_{j}^{+}\right)- \\
& -\partial_{l} R^{i j k}\left(\frac{1}{2} \epsilon_{j} \epsilon_{k} \widetilde{\psi}_{+}^{l}+\epsilon_{k} Z_{+}^{l} Y_{j}^{+}-\epsilon_{j} A_{k} \psi_{+}^{l}-\frac{1}{2} A_{j} A_{k} Z_{+}^{l}\right)+  \tag{4.30}\\
& +\frac{1}{2} \partial_{l} \partial_{m} R^{i j k}\left(\epsilon_{j} \epsilon_{k} Z_{+}^{l} \psi_{+}^{m}-\epsilon_{j} A_{k} Z_{+}^{l} Z_{+}^{m}\right)-\frac{1}{12} \partial_{l} \partial_{m} \partial_{n} R^{i j k} \epsilon_{j} \epsilon_{k} Z_{+}^{l} Z_{+}^{m} Z_{+}^{n}+\Delta s \epsilon_{i}^{+}, \\
s X_{i}^{+}= & \left(S_{\mathrm{BV}}, X_{i}^{+}\right), \tag{4.31}
\end{align*}
$$

where we refrain from presenting the full result for $X_{i}^{+}$since it contains all possible partial derivatives with respect to $X$ on every term of the BV action and is hence a very long expression. The $H$-dependent part of the transformation on $\epsilon_{i}^{+}$is hidden in $\Delta s$, which is given as

$$
\begin{align*}
\Delta s \epsilon_{+}^{i}= & -\frac{1}{2} H_{l}^{i j k}\left(\epsilon_{j} \epsilon_{k} \widetilde{\psi}_{+}^{l}+\epsilon_{k} Z_{+}^{l} Y_{j}^{+}-2 \epsilon_{j} A_{k} \psi_{+}^{l}-A_{j} A_{k} Z_{+}^{l}\right)+ \\
& +\frac{1}{2} H_{k l}^{i j} F^{l}\left(\epsilon_{j} \psi_{+}^{k}-A_{j} Z_{+}^{k}\right)-\frac{1}{6} \partial_{(l} H_{m) k}^{i j} \epsilon_{j} F^{k} Z_{+}^{l} Z_{+}^{m}+\frac{1}{6} H_{j k l}^{i} F^{k} F^{l} Z_{+}^{j}+ \\
& +\frac{1}{2} \partial_{(m} H_{l)}^{i j k}\left(\epsilon_{j} \epsilon_{k} Z_{+}^{m} \psi_{+}^{l}-\epsilon_{j} A_{k} Z_{+}^{l} Z_{+}^{m}\right)- \\
& -\left(\frac{1}{12} \partial_{(m} \partial_{n} H_{l)}^{i j k}+\frac{1}{6} \partial_{(m} \partial_{n} \Pi^{i p} H_{l) p}^{j k}\right) \epsilon_{j} \epsilon_{k} Z_{+}^{l} Z_{+}^{m} Z_{+}^{n} . \tag{4.32}
\end{align*}
$$

Tracking all possible terms with an exterior derivative d• in the calculation of $s^{2}$ for any of these four antifields, we indeed find that they all vanish, as desired.

To facilitate the comparison with the BV operators and the BV action found through the AKSZ theory in the $H=0$ case, hence called $s_{\text {AKSZ }}$, we may rewrite the above expressions as

$$
\begin{equation*}
s \varphi^{\alpha}=s_{\mathrm{AKSZ}} \varphi^{\alpha}+\Delta s \varphi^{\alpha}, \tag{4.33}
\end{equation*}
$$

where $\varphi^{\alpha}$ are the eight distinct fields and ghosts. Then $\Delta s$ vanishes for four of them, namely for $X^{i}, \epsilon_{i}, \chi^{i}$ and $A_{i}$, whereas for the remaining four we have found

$$
\begin{align*}
\Delta s Y^{i}= & \frac{1}{4} H_{l}{ }^{i j k} Z_{+}^{l} \epsilon_{j} \epsilon_{k},  \tag{4.34}\\
\Delta s \widetilde{\psi}_{i}= & -\frac{1}{3!} H_{i}{ }^{j k l} \epsilon_{j} \epsilon_{k} \epsilon_{l},  \tag{4.35}\\
\Delta s \psi_{i}= & \left(\frac{1}{4} H_{i l}{ }^{j k} F^{l}+\frac{1}{2} H_{i}{ }^{j k l} A_{l}-\frac{1}{3!} \partial_{(m} H_{i)}{ }^{j k l} Z_{+}^{m} \epsilon_{l}\right) \epsilon_{j} \epsilon_{k}  \tag{4.36}\\
\Delta s Z_{i}= & \left\{\frac{1}{3!} H_{i k l}{ }^{j} F^{k} F^{l}+\frac{1}{2} H_{i l}{ }^{j k} A_{k} F^{l}+\frac{1}{4} H_{i}{ }^{j k l}\left(A_{k} A_{l}+\epsilon_{k} Y_{l}^{+}\right)+\frac{1}{3!} \partial_{(i} H_{m) l}{ }^{j k} F^{l} Z_{+}^{m} \epsilon_{k}\right. \\
& \left.+\frac{1}{3!} \partial_{(m} H_{i)}{ }^{j k l}\left(\epsilon_{l} \psi_{+}^{m}+3 A_{l} Z_{+}^{m}\right) \epsilon_{k}-\frac{1}{2 \cdot 3!} \partial_{(m} \partial_{n} H_{i)}{ }^{j k l} \epsilon_{k} \epsilon_{l} Z_{+}^{m} Z_{+}^{n}\right\} \epsilon_{j} . \tag{4.37}
\end{align*}
$$

This leads us to an alternative presentation of the BV action for the 4 -form-twisted R-Poisson-Courant sigma model, which reads 9

$$
\begin{equation*}
S_{\mathrm{BV}}^{(3)}=S_{\mathrm{AKSZ}}^{(3)}+\Delta S^{(3)} \tag{4.38}
\end{equation*}
$$

where $S_{\text {AKSZ }}^{(3)}$ is the AKSZ action for the untwisted R-Poisson-Courant sigma model given

[^6]in (4.10), and $\Delta S^{(3)}$ is the $H$-dependent correction to it, given by
\[

$$
\begin{align*}
\Delta S^{(3)} & =\int_{\Sigma_{3}}\left(-\frac{1}{6} H_{l}{ }^{i j k} \epsilon_{i} \epsilon_{j} \epsilon_{k} \widetilde{\psi}_{+}^{l}-\frac{1}{4} H_{k l}{ }^{i j} \epsilon_{i} \epsilon_{j} F^{k} \psi_{+}^{l}+\frac{1}{2} H_{l}^{i j k} \epsilon_{i} \epsilon_{j} A_{k} \psi_{+}^{l}+\frac{1}{6} H_{j k l}{ }^{i} \epsilon_{i} F^{j} F^{k} Z_{+}^{l}\right. \\
& +\frac{1}{6} \partial_{(m} H_{l)}{ }^{i j k} \epsilon_{i} \epsilon_{j} \epsilon_{k} Z_{+}^{l} \psi_{+}^{m}-\frac{1}{4} H_{l}^{i j k} \epsilon_{i} \epsilon_{j} Y_{k}^{+} Z_{+}^{l}+\frac{1}{2} H_{l}^{i j k} \epsilon_{i} A_{j} A_{k} Z_{+}^{l}- \\
& -\frac{1}{2} H_{k l}{ }^{i j} \epsilon_{i} A_{j} F^{k} Z_{+}^{l}-\frac{1}{4} \partial_{m} H_{l}^{i j k} \epsilon_{i} \epsilon_{j} A_{k} Z_{+}^{l} Z_{+}^{m}+\frac{1}{12} \partial_{m} H_{k l}{ }^{i j} \epsilon_{i} \epsilon_{j} F^{k} Z_{+}^{l} Z_{+}^{m}- \\
& \left.-\left(\frac{1}{36} \partial_{m} \partial_{n} H_{l}^{i j k}+\frac{1}{24} \partial_{m} \partial_{n} \Pi^{k p} H_{l p}{ }^{i j}\right) \epsilon_{i} \epsilon_{j} \epsilon_{k} Z_{+}^{l} Z_{+}^{m} Z_{+}^{n}\right)+\int_{\Sigma_{4}} X^{*} H . \tag{4.39}
\end{align*}
$$
\]

Obviously, when $H=0$ then $\Delta S^{(3)}=0$ and the correct solution of the classical master equation is given by the AKSZ action.

## 5 Conclusions

The solution to the classical master equation of topological sigma models with a target space that possesses a QP structure as a graded manifold can be found using the AKSZ construction that provides at the same time a clear correspondence between geometry and field theory. In 2D this procedure results in the BV action of the Poisson sigma model and the A-/B-models and in 3D in the one of Chern-Simons theory and more generally of Courant sigma models. Higher-dimensional cases, essentially reflecting Hamiltonian mechanics in many dimensions, were formally discussed in [45] and a 4D case was worked out completely in [46].

In this paper, we studied topological sigma models whose target space does not have a genuine QP structure and therefore the systematic construction mentioned above does not apply as it is. This is motivated by the 2D example of the 3 -form-twisted Poisson sigma model, where the Wess-Zumino term obstructs QP-ness of the target but the solution of the classical master equation was fully identified in [30]. Our main purpose was to generate new examples of this situation with an outlook towards developing a general geometric theory for the BV formalism of topological sigma models with Wess-Zumino terms. In this spirit, we started from the recently constructed twisted R-Poisson sigma models in arbitrary dimensions [27]. In 3D this corresponds to 4 -form twisted Courant sigma models [34 (Chern-Simons theory with a Wess-Zumino term), whereas in general dimensions, say $p+1$, they correspond to twisting AKSZ models by a closed ( $p+2$ )-form. One of the advantages is that the theories are known in great detail and they offer the possibility of deriving explicit and universal formulas that are valid in any dimension, so they can be fully worked out.
Twisted R-Poisson sigma models are multiple stages reducible systems with an open gauge algebra. In a first step, we determined the BRST operator on all fields and ghosts of the theory in any dimension and by calculating its square we confirmed that it vanishes only on-shell. Notably, the square of the BRST operator is not linear in the classical field equations for all fields; instead, products of them can arise, a phenomenon that we could
call "non-linear openness of the gauge algebra". To take care of this, we introduced the necessary antifields and antighosts dictated by the BV formalism. Our first main result then is that

- in the untwisted case, namely when the Wess-Zumino term is turned off, we determined a complete set of expressions for the off-shell nilpotent BV operator of the theory that gives rise to the BV action that solves the classical master equation in any world volume dimension.

This result is formally not new, in the sense that these expressions could be derived using the AKSZ construction, since there is no obstruction to the QP structure on the target space in absence of Wess-Zumino term. Nonetheless, should one derive these formulas from the AKSZ/BV action, one would find an expanded and very complicated form of the expressions we derived. This is due to the fact that we followed a different strategy that may be summarized as follows. Instead of adding antifield-dependent terms in the classical action, which is the usual procedure in the BV formalism and in arbitrary dimensions it is a very hard thing to do, we instead followed a refinement procedure for the BRST operator. Specifically, knowing its square, we replaced each field equation in it with an antifield and added this term to the BRST operator. Calculating the square of the new operator, we find again terms proportional to the field equations. Repeating this procedure as many times as necessary, one can end up with an off-shell nilpotent operator, which becomes the BRST one once the antifields are turned off. Fortunately, due to repeating patterns in the transformation of the ghosts in the theory, this procedure is fully tractable. Requiring that the resulting operator is obtained from an action via the BV antibracket, we identify it with the BV operator of the theory. This procedure has the advantage that it yields elegant and closed expressions for the BV operator in any dimension in contrast to the AKSZ construction, while being equivalent to it.

Once the Wess-Zumino term is turned on and as a result the R-Poisson structure is twisted, the procedure we suggested above requires to determine suitable modifications to the AKSZ/BV operator such that the new operator satisfies again all requirements to be a BV one, this time with the new geometric conditions brought about by the $(p+2)$-form twist. This is a hard problem, which we solve in 3D. Specifically, our second main result is that

- in the twisted case in three dimensions, we determined the full solution to the classical master equation. In other words we determined all necessary 4 -form-dependent modifications to the BV operator and the BV action for 4-form-twisted R-Poisson-Courant sigma models.

This is then the second fully worked out example of a topological field theory with a nonQP target space whose BV action is identified, and the first in dimensions greater than two. We note that in two dimensions, there exist in fact many more examples based on Dirac sigma models, as reported in [47].
Based on the above results, it would be interesting to attempt the development of an extension to the AKSZ construction such that Wess-Zumino terms are taken into account
and the target space geometry goes beyond QP structures. To achieve this, it would be helpful to solve the classical master equation in arbitrary dimensions and in presence of Wess-Zumino terms and also identify in every detail the higher geometric structures that appear in the problem, meaning all higher connections, torsion and curvature tensors that generalize the ones of the twisted Poisson sigma model. This would also be useful in solving the quantum master equation and identifying the corresponding quantum BV action for this class of theories, which would be also interesting in relation to deformation quantization. We plan to report on these issues in future work.

## A Antibracket conventions

An antibracket $(\cdot, \cdot)$ is defined as:

$$
\begin{equation*}
(F, G)=\int \mathrm{d}^{p+1} \sigma \mathrm{~d}^{p+1} \sigma^{\prime} \sum_{\Phi}\left(\frac{\delta_{R} F}{\delta \Phi(\sigma)} \frac{\delta_{L} G}{\delta \Phi^{*}\left(\sigma^{\prime}\right)}-\frac{\delta_{R} F}{\delta \Phi^{*}(\sigma)} \frac{\delta_{L} G}{\delta \Phi\left(\sigma^{\prime}\right)}\right) \delta\left(\sigma-\sigma^{\prime}\right) \tag{A.1}
\end{equation*}
$$

where the sum goes over all fields and ghosts, and the antifields $\Phi^{*}$ are related to $\Phi^{+}$ through:

$$
\begin{equation*}
\Phi^{+}=* \Phi^{*} \tag{A.2}
\end{equation*}
$$

The right and left derivatives are defined as:

$$
\begin{equation*}
\delta S=\int \sum_{\Phi} \delta \Phi \frac{\delta_{L} S}{\delta \Phi}=\int \sum_{\Phi} \frac{\delta_{R} S}{\delta \Phi} \delta \Phi \tag{A.3}
\end{equation*}
$$

From this follow useful identities:

$$
\begin{align*}
& \left(\int a \Phi^{+}, \Phi\right)=(-1)^{p \cdot f(\Phi)} a  \tag{A.4}\\
& \left(\int b \Phi, \Phi^{+}\right)=-b \tag{A.5}
\end{align*}
$$

where $f(\Phi)$ is the form degree of $\Phi$ and $a$ and $b$ have form and ghost degrees such that $a \Phi^{+}$and $b \Phi$ are $(p+1)$-forms of vanishing ghost degree.
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[^0]:    ${ }^{1}$ Useful expositions of the subject include the book [3] and the review [4].

[^1]:    ${ }^{2}$ See for example [29] for the case of presymplectic structures.
    ${ }^{3}$ We have corrected a minus sign in comparison to the definition in Ref. 27].

[^2]:    ${ }^{4}$ Note that the action of $\Pi^{\sharp}$ on $e$ is $\Pi^{\sharp}(e)=\Pi^{i j} e_{i} \partial_{j}$.
    ${ }^{5}$ Note that every multivector field defines a multiderivation on a manifold, namely a multilinear map $C^{\infty}(M) \times \ldots C^{\infty}(M) \rightarrow C^{\infty}(M)$ which is totally antisymmetric and a $C^{\infty}$-derivation in each of the arguments 41. In addition, the space of multiderivations and the space of multivector fields of the same order are in one-to-one correspondence.

[^3]:    ${ }^{6}$ We note that an extension of the above to what is called a bi-twisted R-Poisson structure is possible in special cases and reduces to a twisted Poisson structure in absence of $H$ and $R$. We refer to [27] for more details, since we are not dealing with this more general situation in the present paper.

[^4]:    ${ }^{7}$ In this paper, we use the subset symbol $\supset$ to mean that the right-hand side appears in the full expression of the left-hand side along with other terms that are not shown. It will mostly be used to provide heuristic explanations that clarify the often complicated structure of the quantities we compute.

[^5]:    ${ }^{8}$ This discrepancy in the range is irrelevant; one could just state that the upper value is $p-1$ and the ghost $\chi_{(p-1)}^{i}$ does not exist since otherwise it would have negative form degree.

[^6]:    ${ }^{9}$ To avoid confusion, note that it is only $S_{\mathrm{BV}}^{(3)}$ that satisfies the classical master equation. In the present context $S_{\text {AKSZ }}^{(3)}$ does not satisfy the classical master equation in general, but only when $H=0$.

