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Abstract A design study, named ESSνSB for European Spallation Source neutrino Super Beam, has been
carried out during the years 2018–2022 of how the 5 MW proton linear accelerator of the European
Spallation Source under construction in Lund, Sweden, can be used to produce the world’s most intense
long-baseline neutrino beam. The high beam intensity will allow for measuring the neutrino oscillations
near the second oscillation maximum at which the CP violation signal is close to three times higher than
at the first maximum, where other experiments measure. This will enable CP violation discovery in the
leptonic sector for a wider range of values of the CP violating phase δCP and, in particular, a higher precision
measurement of δCP. The present Conceptual Design Report describes the results of the design study of the
required upgrade of the ESS linac, of the accumulator ring used to compress the linac pulses from 2.86 ms
to 1.2 µs, and of the target station, where the 5 MW proton beam is used to produce the intense neutrino
beam. It also presents the design of the near detector, which is used to monitor the neutrino beam as well
as to measure neutrino cross sections, and of the large underground far detector located 360 km from ESS,
where the magnitude of the oscillation appearance of νe from νμ is measured. The physics performance of
the ESSνSB research facility has been evaluated demonstrating that after 10 years of data-taking, leptonic
CP violation can be detected with more than 5 standard deviation significance over 70% of the range of
values that the CP violation phase angle δCP can take and that δCP can be measured with a standard
error less than 8° irrespective of the measured value of δCP. These results demonstrate the uniquely high
physics performance of the proposed ESSνSB research facility.
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1 Executive summary

An EU-supported Design Study has been carried out
during the years 2018–2022 of how the 5MW proton
linear accelerator (linac) of the European Spallation
Source under construction in Lund, Sweden, can be
used to produce the world’s most intense long-baseline
neutrino beam for CP violation discovery in the lep-
tonic sector and, in particular, precision measurement
of the CP violating phase δCP. The project is called
the European Spallation Source neutrino Super Beam
(ESSνSB). This Conceptual Design Report describes
the design of:

• the required upgrade of the ESS linac,
• the accumulator ring used to compress the linac

pulses from 2.86ms to 1.2µs,
• the target station where the 5MW proton beam is

used to produce the intense neutrino beam,
• the near detector which is used to monitor the neu-

trino beam as well as measure neutrino cross-sections,
and

• the large underground far detector where the mag-
nitude of the oscillation appearance of νe from νμ is
measured.

The report also provides the results of the physics per-
formance study of the neutrino research facility that is
proposed.

About a decade ago, results were published of the
measurement of the neutrino mass-state mixing angle
θ13 which was found to be 8.6◦, a value that was much
higher than that which had until then been presumed.
This result made the discovery of leptonic CP viola-
tion significantly more viable in practice than previ-
ously foreseen, as well as shifting the optimal place for
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such a measurement from the first neutrino oscillation
maximum to the second oscillation maximum where,
given the relatively high θ13 value, the CP violation
signal is close to three times larger than at the first.
As the second maximum is located further away from
the neutrino source, a higher intensity is required when
measuring at the second maximum as compared to the
first maximum, to obtain the same event statistics.

At about the same time as the results of the measure-
ment of the high θ13 value became known, the decision
was taken to build the European Spallation Source ESS
at Lund in southern Sweden. With its 5MW proton
linear accelerator, ESS will produce the world’s highest
flux of slow neutrons for materials science studies, gen-
erated by the spallation process. The neutrons will be
produced in 2.86ms pulses at 14Hz. The ESSνSB con-
ceptual design study has demonstrated that, given the
high power and inherent upgrade capacity of the ESS
linear accelerator, the linac can be used to produce, in
addition to the high-intensity spallation-neutron flux,
and concurrently with it, a neutrino beam sufficiently
intense to provide a statistically significant number of
events at the second oscillation maximum. Thanks to
these factors, the evaluated performance of the pro-
posed ESSνSB research facility is considerably higher
than that of the other proposed neutrino super-beam
facilities, which are constrained to make measurements
at the first oscillation maximum.

To reach large enough event statistics, an additional
requirement is that the far water Cherenkov detector
should have an appropriately large mass. For ESSνSB,
the designed mass is 540 kton. To ensure a negligibly
small background of neutrinos from cosmic rays, this
detector will be installed in a mine 1000m underground
and the data-collection time-gate for each of the 14
neutrino pulses per second generated by ESS will only
be 1.2µs. The use of this short time-gate will require
that the pulses from the ESS linac be compressed from
2.86ms to 1.2µs. To accomplish such a compression,
each 2.86ms linac pulse will be fed into a 380m cir-
cumference accumulator ring, located underground on
the ESS site, and be extracted in just one turn. This
pulse compression is also necessary to be able to operate
the target magnetic horns with sufficiently short current
pulses. The current required for an efficient focussing of
the pions emitted from the target in the forward direc-
tion into the decay tunnel is 350 kA. To keep the heating
of the horns to a manageable level, the current must be
delivered in very short pulses with a flat top that still
need to be at least as long as the proton pulses from
the accumulator, i.e., 1.2µs.

The design of the ESSνSB research facility is largely
conditioned by the above considerations. The doubling
of the power of the linac from 5 to 10MW is facili-
tated by the fact that adequate space has already been
foreseen in the ESS modulators feeding the accelerating
cavities, that can be used to install twice the amount
of charging capacitors. To be able to feed the very high
charge of 2.2 × 1014 protons per pulse into the accu-
mulator, H− ions will be accelerated in the linac and
stripped of their two electrons at the injection point into

the accumulator. For this, an H− source has to be fur-
nished at the side of the ESS linac proton source. There
are several mechanisms that will result in a fraction of
the H− ions being stripped of their electrons and there-
fore lost in the accelerator or the transfer line to the
accumulator, causing activation of the accelerator and
transfer line components. In order for this activation to
be kept at an acceptable level, the beam losses must
not exceed 1W/m. The simulations of the operation of
the linac and the transfer line with the selected design
have demonstrated that all of these requirements can
be fulfilled and that the required 5MW H− beam for
neutrino production can therefore be produced, con-
currently with the 5MW proton beam for spallation
neutron generation.

The design of the underground accumulator ring and
its beam optics must satisfy a number of different con-
ditions. Among these are that the emittance must not
exceed 60π mm mrad, that the temperature of the car-
bon electron-stripping foils must not exceed 2000K,
and that the beam losses in the accumulator must
be kept sufficiently low by sequential collimation to
keep the irradiation of the beam line components below
1W/m. Furthermore, the edges of the 100 ns gap in the
circulating beam, needed for the extraction of the cir-
culating beam and generated by chopping in the low
energy part of the accelerator, must be kept sufficiently
sharp using radiofrequency cavities to limit the irradi-
ation of the extraction-region components in the ESS
linac. The rise time of the current in the extraction
magnets must not be longer than 100 ns in order for
the beam extraction to fit within the time gap made
available, which is achieved by having the inductance of
these magnets sufficiently low. The design of the accu-
mulator ring has been optimised through many itera-
tions and the results of the simulation of the final design
show that it will be feasible to deliver the required short
and intense proton pulses to the target station.

The underground target station design is conditioned
by the requirement that the target must stand the
formidable shocks, heat dissipation, and radiation dam-
age of a 5MW proton beam delivered in 1.2µs short
pulses 14 times a second. To manage these severe con-
ditions, the design adopted foresees the chopping of the
2.86ms pulse into four sub-pulses in the low energy part
of the linac, the compression in sequence of these four
sub-pulses in the accumulator ring, and their extraction
into a magnet switchyard, which will direct each of the
four sub-pulses to one of four separate targets, each of
which will thus receive a 1.25MW beam. Each of the
four targets is designed as a 78 cm long tube, 3 cm in
diameter and filled with 3mm titanium balls that are
cooled by a high-pressure transverse helium-gas flow.
The extreme heating, high irradiation and radiation
damage of these targets, the surrounding focusing mag-
netic horns, the walls of the 50m long pion decay tun-
nel, and the water-cooled beam stop at the end of the
tunnel have been simulated and found to be within tol-
erable limits.

The neutrino beam resulting from the decay of the
pions produced in the four targets will be directed
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towards the 1 kton underground near detector located
on the ESS site 250m from the target station and the
540 kton underground far detector, located at a dis-
tance of 360 km from ESS. The two detectors are based
on the water Cherenkov technique. The near detector is
in addition equipped with a tracking detector mounted
inside a dipole magnet and consisting of 1 million 1 cm3

scintillator cubes read out with wavelength-shifting
fibres, and with an emulsion stack detector immersed in
water. The excavation of the two cylindrical far detec-
tor caverns, each 78m high and 78m in diameter, at a
depth of 1000m in the Zinkgruvan mine, represents a
unique geotechnical design-challenge, requiring the rock
strength and rock pressure to be measured using core
drillings before the final design can be certified. About
92,000 20′′ single-photon sensitive photomultipliers will
be mounted on the walls of these caverns, providing a
30% photocathode coverage.

The physics performance of the ESSνSB research
facility has been evaluated considering two baselines
corresponding to the positions of two active mines,
Zinkgruvan at 360 km and Garpenberg at 540 km from
ESS in Lund. The result of the evaluation is that,
although the CP violation discovery capability is com-
parable for the two baselines, the accuracy with which
δCP can be measured is higher with the far detector
being installed at Zinkgruvan. After 10 years of data-
taking with the detector located in Zinkgruvan, leptonic
CP violation can be detected with more than 5 stan-
dard deviation significance over 70% of the range of val-
ues that the CP violation phase angle δCP can take, and
δCP can be measured with a standard error less than 8◦
irrespective of the measured value of δCP. These results
demonstrate the uniquely high physics performance of
the proposed ESSνSB research facility.

The geological conditions of the ESS site allow
for that all installations needed for the operation
of ESSνSB will be located underground at a depth
between 10 and 30 m, thereby eliminating all risk for
radiation hazard above ground level. It has also been
possible to locate the ESSνSB installations in such a
way that there will be no interference with the existing
ESS installations.

The CDR has resulted in a preliminary estimate of
the construction cost of ESSνSB which is on the level
of 1.4Be. For more details concerning the costing, see
Ref. [1]. The current estimate does not include the cost
of the associated civil engineering work on the ESS
site, which has not yet been evaluated in detail. The
plan is to achieve, after another period of design work,
a Technical Design Report, including a more accurate
cost estimate, and to seek the necessary support for
approval and financing of the ESSνSB construction
project. The plan for the following period of build-up
and commissioning of the facility is such that ESSνSB
will be ready for start of data-taking operation around
year 2035. The operation of the facility is foreseen to
continue for several decades, possibly including inter-
mediate upgrades.

Throughout, the Design Study leading up to the
present CDR has had the strong support of the ESS

management. The international nature of the ESSνSB
project is demonstrated by the list of the authors’ insti-
tutions of the present CDR, which all have, together
with the EU Horizon 2020 Frameworks Programme and
the European Cooperation in Science and Technology
Programme COST, provided the personnel, technical
and financial resources for the 4 years of Design Study.

Significant effort has been spent on different out-
reach activities with the aim of informing the scien-
tific and general public of the goals and achievement of
the ESSνSB Design Study. One part of this has been
the production of two video films, each ca 6min long,
one intended for the scientifically literate public and the
other for the general public and both of which are avail-
able at the ESSνSB home page https://essnusb.eu/.

2 Introduction

This report gives an account of the results of a 4 year
design study of a European neutrino Super Beam facil-
ity ESSνSB to be based on the use of the ESS lin-
ear accelerator (linac), currently under construction in
Lund, Sweden. When this linac will have reached its full
design performance, it will be the world’s most powerful
accelerator, delivering a proton beam of 5 MW average
power. The original purpose of creating such a pow-
erful proton beam is to provide the world’s most bril-
liant neutron spallation source. The linac will deliver
the 5 MW by accelerating ca 1015 protons in each of
14 pulses/s of length 2.86 ms, to 2 GeV energy, imply-
ing a duty cycle of just 4%. By accelerating additional
14 pulses, interleaved with these 14 pulses, the duty
cycle can be raised to 8% and the extra 5 MW used to
produce a neutrino Super Beam of world-unique inten-
sity.

The motivation for proposing the European Spalla-
tion Source neutrino Super Beam (ESSνSB) as a next-
generation long-baseline neutrino experiment and the
results of the work made on the design of the main com-
ponents of the ESSνSB facility, which are the ESS linac
upgraded to produce a 10 MW and 2.5 GeV proton
beam, the pulse accumulator ring, the target station,
and the near and far neutrino detectors, are described
in the following sections of this report. The general lay-
out of the proposed facility is shown in Fig. 1. The
results of the evaluation of the physics performance for
leptonic CP violation discovery and, in particular, the
precision with which it will be possible to measure the
CP violation phase δCP are also included in this report.

3 The motivation for ESSνSB
as a next-generation long-baseline neutrino
experiment

Charge-Parity (CP) symmetry violation in the quark
sector was discovered and measured already in the

123

https://essnusb.eu/


3784 Eur. Phys. J. Spec. Top. (2022) 231:3779–3955

Fig. 1 The layout of the
ESSνSB components on the
ESS and the far detector
sites
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1960s. The discovery of neutrino oscillations in the
1990s opened the possibility to seek for CP violation in
the leptonic sector. To describe how the initial creation
of exactly equal amounts of matter and antimatter in
the Big Bang did not subsequently lead to a complete
annihilation of all matter and antimatter, which would
have resulted in a Universe containing only radiation
and no matter, CP violation is required. In our Uni-
verse, there is on average about a billion photons for
each matter particle, the latter constituting the galax-
ies, stars, planets, and ourselves, that remain from the
matter–antimatter annihilation process. Notwithstand-
ing that the relative amount of matter is very small,
its presence can be shown to require that there be a
sufficient effect of CP violation for which the effect pro-
vided by the CP violation measured in the quark sector
and described by the Standard model is very far from
enough.

There are several different beyond-the-Standard-
Model theories proposed, based on flavour symmetries,
which include leptonic CP violation and which each pre-
dicts a different value of the CP complex phase-angle
δCP from the observed matter density in the Universe.
Discovering leptonic CP violation will check the validity
of this type of theories and the measured value of δCP

will be used to discriminate between them. This cur-
rently makes the precise measurement of value of the
leptonic δCP one of the most urgent research tasks in
elementary particle physics and cosmology.

The Neutrino Factory was first proposed in the 1990s
as an accelerator-based infrastructure for producing a
neutrino beam of sufficiently high intensity for leptonic
CP-violation discovery and measurement. In a Neutrino
Factory, a very high-power proton accelerator is used
to produce a high-intensity pion flux from which, by
the decay of the pions, a high-intensity muon beam is
derived. This muon beam is subsequently cooled, accel-
erated, and led into a racetrack storage ring, where the
muons decay and produce a beam composed of equal

amounts of νμ and νe. Building a Neutrino Factory will
be a very challenging task, in particular because of the
required cooling and acceleration of the very short-lived
muons.

The interest and possibility of discovering and mea-
suring leptonic CP violation in the leptonic sector
increased even further in 2012 when the first measure-
ments of the till then unknown value of the θ13 neutrino
mixing angle were published. The measured value of ca
8.3◦ of θ13 was nearly an order of magnitude higher
than what had earlier been expected from general but,
as it turned out, incorrect assumptions. This implied
that, instead of using the Neutrino Factory technique,
it would be possible to measure the effect of CV vio-
lation using a beam of the νμ created in the classical
way, i.e., from the decays of the pions that are produced
from the high energy protons delivered by a high-power
accelerator, provided that the power of the accelerator
is sufficiently high.

The high value found in 2012 for θ13 furthermore
implied that the sensitivity to CP violation is close to
three times higher at the second νμ-to-νe oscillation
maximum as compared to the first oscillation maxi-
mum. For a low value of θ13, the sensitivity at first
maximum would have been higher than that at the sec-
ond maximum. Several long baseline experiments with
the neutrino detector placed at the first oscillation max-
imum were already in operation around 2012, likeT2K
in Japan with which data taking was started in 2011,
and NOvA in the US that started in 2014. The next-
generation long-baseline experiments, T2HK in Japan
and DUNE in the US, were already in the planning
stage at that time and are also designed to collect the
large majority of the data at the first oscillation maxi-
mum.

A difficulty with measuring at the second oscillation
maximum is that the neutrino detector will be located
3 times further away from the neutrino source and that,
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Fig. 2 Proton driver layout indicating the different sections and the beam energy at different points along the LINAC.
The portions of the LINAC that have been reviewed in this upgrade study are also indicated

since the neutrino beam is divergent, the neutrino flux-
density therefore will be 9 times smaller at the second
maximum as compared to the first. This implies that a
very high-power proton driver is required for realising
an experiment measuring at the second oscillation max-
imum and thereby profit from the higher sensitivity to
δCP there.

In 2009, it was decided to build the European Spal-
lation Source in Lund, Sweden, with a proton driver
producing a 5 MW beam, which was close to an order
of magnitude higher power than for any accelerator in
the world at that time. The purpose was to use the 5
MW proton beam to produce spallation neutrons. It
was, however, soon realised that, with a further com-
paratively limited investment, it would be possible to
raise the power of the ESS accelerator to 10 MW by
doubling the number of accelerated pulses per second
from 14 to 28 with the purpose of using the additional
14 pulses to generate a world-uniquely intense neutrino
beam. The ESS neutrino Super Beam project that is
described in the present report is designed to perform
high-precision neutrino-oscillation measurements using
a 540 Mton water Cherenkov detector and this world-
uniquely intense ESS neutrino beam, which will allow
the detector to be placed at the second maximum and
thus to take advantage of the close to 3 times higher
δCP signal there.

4 Proton driver

4.1 Introduction

The ESSνSB linac upgrade consists of the modifications
of the ESS proton linac needed to be able to produce
and accelerate interleaved pulses of H− for the gener-
ation of the proposed neutrino super beam, while the
acceleration of protons for the production of spallation
neutrons continues uninterrupted. This section presents

the upgrade requirements for the linac, its auxiliary sys-
tems, as well as design considerations for the linac-to-
ring (L2R) transfer line. The schematic in Fig. 2 details
each of the portions of the linac which must be reviewed
for the present upgrade study. The low-energy beam
transport (LEBT) and medium-energy beam transport
(MEBT) lines have been modelled and simulated in
terms of the necessary modifications for transporting
both proton and H− bunches.

A comprehensive study of H− beam stripping was
performed, with simulations of the beam transport
and evaluation of the loss magnitude for the baseline
beam parameters; this included end-to-end simulations
of the upgraded linac and trajectory analysis of ion-
isation energy deposited from stripped particles (see
Sect. 4.10). The upgrade requirements for the supercon-
ducting (SC) linac sectors and the linac-to-ring (L2R)
transfer line have also been studied both in terms of
beam dynamics and stripping.

A detailed study of the modifications needed on the
modulators was also performed, showing the possible
upgrade paths for the modulators, with an evaluation of
the energy efficiency of each option, their cost, and their
added footprint on the klystron gallery. This analysis is
summarised in Sect. 4.11.

4.2 Pulse structure

Different pulsing schemes of the H− beam have been
considered; see Fig. 3. To accommodate the rise and
fall times of the extraction magnet in the accumula-
tor ring, and also owing to space charge and beam
instabilities, the full 2.86 ms beam pulses cannot be
injected in one filling of the ring. Each beam pulse
must instead be split into several sub-pulses or batches.
The batch length is limited by the storage time in the
accumulator ring—about 1000 turns, corresponding to
1.3 ms—before instabilities are likely to develop [2].
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Fig. 3 Pulse structure alternatives. Option A+ is the baseline design, with minimal powering requirements for the super-
conducting RF cavities

A pulsing scheme with an overall 28 Hz macro-pulse
structure has been selected as the baseline design, cor-
responding to Option A+ in Fig. 3. The pulse length
in this case is limited by the flat-top length of the
present RF modulators (3.35 ms). Since the filling time
of the superconducting cavities is about 0.3 ms, and
the time to stabilise the radio frequency (RF) regula-
tion is about 0.1 ms, the effective pulse length is limited
to about 2.9 ms. If the pulse length from the modula-
tors could be extended, this would decrease the demand
of the current. Other pulsing schemes have also been
reviewed (Options B and C) where the H− beam is
pulsed at 70 Hz, (4 out of 5 pulses are H−). Compared
with Option A+, these alternatives relax the perfor-
mance demands on the accumulator ring (in particular,
the stripping foil) and the target focusing system, but
come with substantial costs due primarily to RF system
upgrades and annual electrical running costs.

The total number of particles delivered to the accu-
mulator ring will be 8.9 × 1014 per pulse cycle (macro-
pulse), divided into four batches of 2.3×1014, as shown
in Fig. 4. Further beam parameters are summarised
in Table 1. Each batch is stacked in the accumulator
ring, compressing the pulses to 1.2µs, which are subse-
quently extracted to the target. By splitting the macro-
pulse into four batches, the power on each target is lim-
ited to 1.25 MW, and the space charge tune shift [3] in
the accumulator ring is limited to an acceptable level
[2, 4].

As mentioned above, the disadvantage to a 70 Hz
pulsing is a higher total load on the RF system
(along with uncertainty on the duty-cycle rating for
the nominal ESS superconducting cavity couplers, see
Sect. 4.11); this is due to the filling time of the super-
conducting (SC) cavities of 0.3 ms. Option B, with a
pulse length of up to 1.3 ms, has the advantage of allow-
ing for a lower beam current of about 30 mA, relax-
ing the demands on the ion source requirements and
reducing beam stripping losses, particularly intra-beam
stripping (IBSt). The impact on the RF modulator sys-
tems of the different pulsing options is also discussed in
Sect. 4.11, with a detailed analysis available in [5].

4.3 Front-end baseline and overview

The upgrade of the ESS linac for ESSνSB requires
an additional ion source for delivering H− ions at
the correct energy, and a low energy beam transport
(LEBT) to merge this beam and the nominal proton
beam into the radiofrequency quadrupole (RFQ) for the
first stage of acceleration. Alternatively, the two beams
could be merged in the medium-energy beam transport
(MEBT), see Fig. 5. This option with separate RFQ
units and merging MEBT sections could more straight-
forward to realise in terms of beam dynamics, since the
transport of the two beams is independent.

However, the option with shared RFQ and MEBT
would be less expensive and require less downtime for
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Fig. 4 Detailed schematic of the nominal ESSνSB pulsing scheme, Option A+ from Fig. 3

Table 1 Nominal ESS design parameters versus ESSνSB
upgrade∗

Nominal
linac

ESSνSB linac Units

Species p p and H−

Energy 2.0 2.5 GeV

Current 62.5 62.5 50 (p)/(H−) mA

Average
beam
power

5 10 MW

Linac length 352.2 ∼ 423 m

Macro pulse
length

2.86 ¿ 2.86 (p)/2.9 (H−) ms

Protons per
pulse

1015 8.3 × 1014(p)/8.9 × 1014(H−)

Sub-pulse
length

N/A ∼ 0.65 ms

Repetition
rate

14 28† Hz

Beam duty
cycle

4 8 %

Total losses ¡ 1 ¡ 1 W/m

∗The baseline pulsing scheme is assumed here, see Fig. 3, Option A+.
†14 Hz proton + 14 Hz H−, with the H− pulses consisting of four
subpulses

nominal ESS operation. Extensive beam dynamics sim-
ulations with this option have shown no prohibitive
drawbacks, making it the favoured baseline design. A
few key considerations for this design are as follows:

• The MEBT chopper will need to be redesigned to
deflect along both transverse axes due to the oppo-
site charges of the accelerating ion species. Otherwise,
the entire linac design is charge-agnostic in terms of

transverse dynamics, despite having vertical and hor-
izontal envelope profiles reversed for protons and H−.
The chopper will also need to be redesigned to accom-
modate the fast beam-chopping requirements for cre-
ating extraction gaps in the beam.

• The use of switching magnets (changing
sign/magnitude between proton and H− pulses)
is optional, though it may be beneficial in the
MEBT for better matching with the drift-tube linac
(DTL). Without switching magnets, compromising
the matching of both ion species at the MEBT/DTL
interface incurs a small overall emittance growth
downstream.

• The RFQ is designed for compatibility with the nomi-
nal ESS proton source, and H− transmission is poorer
(especially for the case of injection at 60◦, see Fig. 6,
right-hand side). This means requiring a substantially
greater current from the H− source. However, as the
presently installed RFQ is designed for a maximum
5% duty cycle and the upgraded RF duty cycle would
be 10–15%, a redesign of the RFQ would be necessary
regardless, and may be more forgiving in terms of H−
losses. The maximum 5% duty cycle of the present
RFQ is imposed by the cooling needed for resistive
losses. Thus, the main design issue is allowing for a
greater heat load.

For this baseline design with beams merged in the
LEBT, two layouts have been studied in terms of source
position: a symmetric layout (the ± 30◦) and an asym-
metric one (+ 60◦ layout), as shown in Fig. 6. In other
words, merging the sources requires moving the current
proton source and bending both beams at 30◦, or leav-
ing the proton source and bending the H− beam by
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Fig. 5 Two front-end layouts for a merged proton/H− beamline. The left-hand layout uses a common LEBT and RFQ,
while the right-hand layout merges the two species in the MEBT

Fig. 6 Two layouts for merging the proton/H− sources. The left-hand layout requires moving the current proton source
and bending both beams at 30◦; the right-hand side layout leaves the proton source unchanged and bends the H− beam by
60◦

60◦. This second layout is less costly in terms of equip-
ment and may require less downtime for nominal ESS
operation, but increases dispersion dramatically (thus
reducing RFQ transmission). Space limitations in the
tunnel may also be unavoidable and prohibitive for the
second layout, especially in terms of structural require-
ments, personnel access issues, or wiring and ground-
ing. Specifically, the right-hand solution’s H− source
position makes it difficult to pass and that the drop
hatch area has to be used for logistics and included in
each search of the tunnel. Meanwhile, left-hand solution
means that a realignment of the beam is also required
for the proton beam by adjusting the steering magnets.

Both layouts have been simulated in terms of losses
and RFQ–DTL transmission. At present, the symmetric
layout is taken as the baseline and has been used for
end-to-end simulations.

As mentioned above, the total RF duty cycle with
both proton and H− beams will be between 10% and
16%. The maximum 5% duty cycle of the present RFQ
is imposed by the cooling needed for resistive losses.
Thus, for the nominal case of merging the beams into a
single redesigned RFQ, the main design issue is allowing
for a greater heat load.

For a more in-depth discussion of the options for the
LEBT and MEBT design, see Sects. 4.5 and 4.6.

4.4 Ion source design

The requirements of the H− source are closely related
to the pulsing structure of the beam shown in Fig. 3.
For the baseline solution (Option A+), which pulses the
H− source at 14 Hz, a long pulse of 3 ms is needed. For
the alternative schemes with 70 Hz, a pulse length of
around 1 ms is needed.

There will inevitably be losses along the linac and the
cumulative radiative activation from power loss along
the linac for the proton and H− beams must not exceed
1 W/m for safe, hands-on maintenance (or 0.1 W/dm,
in terms of machine protection limits [6]). In the high-
energy sections of the linac, stripping losses due to
intrabeam collisions, which has been identified as a
major loss mechanism at the Spallation Neutron Source
(SNS), are expected to dominate, along with strip-
ping due to Lorentz-shifted electromagnetic forces [7,
8]. Although though these losses are of great concern in
terms of activation, they only involve a small fraction
of the accelerated beam.

However, losses in the low-energy sectors can involve
significant fractions of the beam being lost; with, for
example, the residual gas stripping, intrabeam strip-
ping, and other losses in the LEBT and RFQ estimated
to comprise about 25% of the initial bunch population
exiting the source.
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Table 2 Required H− source parameters for the ESSνSB
upgrade

Parameter Option A+
baseline

Option B Option C

Current 80mA 30 mA 70mA

Repetition
frequency

14Hz 70Hz 70Hz

Pulse
length

3ms ≤ 1.3ms 0.7ms

Duty cycle 4% ∼ 6% 4%

Extraction
voltage

75 kV 75 kV 75 kV

Emittance
RMS
norm

0.25 π mmmrad 0.25 π mmmrad 0.25π mmmrad

A large fraction of beam losses are expected to
occur in the LEBT and the transmission through the
RFQ, where the beam is bunched. Simulations show
that roughly 10–15% losses are expected in transport
through the LEBT and RFQ, depending on ion source
emittance. For the H− beam, there are also losses
expected due to stripping, since the extra electron has
a binding energy of only 0.75 eV. The stripping loss
mechanisms have been summarised in [8], and will be
discussed in detail in Sect. 4.10.

Assuming 25% losses in total, for a 60 mA beam to
reach the accumulator ring, a 80 mA beam current is
needed from the ion source (required for Option A+ in
Fig. 3). The limiting factor for the current is the pulse
length of the flat-top of the RF modulators being 3.35
ms in the present design. With a superconducting cavity
filling time of about 0.3 ms and the time to stabilise
the regulation at 0.1 ms, the effective supported pulse
duration is about 2.9 ms. For Options B and C, the
beam current requirements from the ion source are more
relaxed, since the overall beam current requirements are
lower.

The beam from the ion source has to match the
acceptance of the RFQ, and therefore, the emittance
should ideally be less than 0.25 π mm mrad; higher
emittance will lead to higher loss and downstream emit-
tance growth. However, since a new RFQ design will
needed, and since the 80 mA required current is at the
upper end of conventional H− source design [9, 10], it
can be expected that this emittance requirement will
relax. Simulations completed for this report using the
present RFQ design show that for source emittances of
up to ∼ 0.38 π mm mrad, the required current can be
accelerated through the upgraded 2.5 GeV linac, with
emittance growth limited to < 5% of the ideal case.

The pulse-to-pulse variations in beam current, and
the flat-top stability, are also important parameters.
These must be managed to avoid field and phase vari-
ation in the cavities, which would increase losses in the
linac. The variations of the beam current are assumed
to be acceptable within ± 3%. The requirements for the
H− ion source are summarised in Table 2.

4.4.1 Ion source baseline

A variety of H− ion sources have been studied to meet
the linac requirements and there is expertise at leading
facilities with ion sources having similar performance as
that needed for ESSνSB. The strongest limitation here
is that the ESSνSB ion source will require an output
current, emittance, and repetition rate roughly match-
ing the limits of technological performance of those cur-
rently in operation. For selection of the H− ion source,
recent reviews of various ion source types can be found
in [11–13]; further reviews are also available [14–16].
Additionally, a workshop on the subject was held in
1994, which focused on surveying possible ion sources
for SNS [17].

At present, the favoured source design is that of SNS
at Oak Ridge National Lab in Tennessee, USA. It is an
RF-antenna multicusp (i.e., multipole magnet) volume
and surface source; this source operates via inductive
excitation of the plasma using a porcelain-coated cop-
per antenna. Caesium is added for enhancing the sur-
face ionisation rate [11, 18] and the beam is injected at
an angle to improve electron extraction [19].

Recent experience at SNS shows that such an ion
source can be operated routinely, delivering 50–60 mA
H− beams into the RFQ at a 6% duty cycle, with
availability of ∼ 99.5% [18]. Additional labs in the US
have adopted this design for its performance and ease
of installation [20]; SNS is also now testing the per-
formance of an external-antenna type source (not pic-
tured) with improvements in efficiency (output current
vs. input power) and a smoother beam pulse profile.

The lifetime remains limited for these ion sources
before their caesium supply must be replenished,
despite improvements in the last few years; it is now
on the order of 10 weeks. At Japan’s Particle Accelera-
tor Research Complex (J-PARC) in Tokai, Japan, there
has recently been a development of a similar source with
∼ 0.25 π mm mrad emittance and ∼ 65 mA beam cur-
rent [21].

The characterisation of multicusp magnets for
plasma confinement may also be a worthy avenue of
study, with the influence of pole count [22] and the use
of virtual cusps [23] strongly affecting plasma character-
istics. The use of pulsed, switching multicusp magnets
(e.g., from virtual-cusp to non-virtual-cusp modes) may
also be worth investigating, with the goal of leveraging
the benefits of various modes. Such technology may be
more feasible from an engineering standpoint thanks to
recent developments with compact switching multipole
magnets [24].

In the following section, more details are provided on
this favoured ion-source type, along with other available
technologies.

4.4.2 Available ion-source technologies

The production of H− ion beams is more complex than
providing proton beams; and an H− ion, once formed,
can easily be stripped to neutral hydrogen atom, H0,

123



3790 Eur. Phys. J. Spec. Top. (2022) 231:3779–3955

since the binding energy (also termed electron affinity)
of the outer electron is only 0.75 eV. This can be com-
pared with, for example, the electron-binding energy of
neutral hydrogen at 13.6 eV.

There are essentially two types of ion sources in
use at accelerator facilities, one is the surface produc-
tion type—Penning or magnetron sources—where the
plasma discharge is generated by an applied DC volt-
age. The other main type is the RF volume source,
where the plasma discharge is driven by an applied elec-
tromagnetic field with a high frequency (MHz range).

In a volume source, the production of ions takes place
by first creating highly excited ro-vibrational hydrogen
molecules, H2*, by collision with fast electrons. In a
second step, a slow electron (∼ 1 eV) is attached to the
H2* which dissociates into H− and H0. In order for this
process to be successful, the fast and slow electrons need
to be separated. This is done by a magnetic filter field
which separates the plasma into two distinct regions:
one with fast electrons and one with slow electrons,
where the H− can be produced [11, 25].

In high-current H− sources, caesium (Cs) is com-
monly used for increasing the production rate of H− in
the surface process, since Cs has the lowest work func-
tion of all elements at 2.1 eV (and by surface adsorp-
tion, it can also reduce the work function of other met-
als). Molybdenum is also commonly used in ion sources,
owing to its low sputtering rate, but has a relatively
high work function of 4.2 eV.

Moreover, a variety of metals can be coated with a
sub-monolayer of Cs, to reduce the work function fur-
ther than possible with solid Cs; this yields a theoretical
optimum coverage of around 0.6 monolayers, having a
work function of about 1.5 eV [26]. The low work func-
tion is important for an electron to be easily transferred
from the cathode surface toward a hydrogen molecule
to form an H− ion. Maintaining an optimal coverage of
Cs throughout the discharge is thus very important.

The most promising ion sources to meet the require-
ments of the future ESSνSB ion source have been iden-
tified as follows: the Penning ion source (surface) in use
at ISIS, Rutherford Appleton Laboratory (RAL), UK;
and the RF volume sources in use at SNS and J-PARC.
From this point, the text remains focused on these ion
sources and the on-going development at RAL and SNS,
with a few comments on other source types.

Penning ion sources The ion source in use at ISIS,
RAL, is a surface plasma ion source of Penning type,
see Fig. 7 [11]. The Penning source was first developed
by Dudnikov [13] and has also been used at Los Alamos
National Laboratory (LANL) [27]. The Penning ion
source can produce high currents, up to 100 mA, pro-
vide high-emission current densities ¿ 1 A/cm2 and have
a fairly low energy spread of < 1 eV. In routine opera-
tion, the Penning 1X source at ISIS produces 55 mA in
0.25 ms pulses at 50 Hz (1.5% duty cycle).

Studies pursuing longer pulse lengths are ongoing at
RAL. With the Penning 1X source, H− ion pulses of

6 mA at 1 ms and 50 Hz can be reached with a sta-
ble flat-top current. However, for longer pulse-lengths
at a pulse frequency of 50 Hz, there is a droop in the
beam current [28]. To reach a more stable flat-top cur-
rent for longer pulses, a research program is underway
at the Vessel for Extraction and Source Plasma Anal-
yses (VESPA) test stand [29] and at the Front End
Test Stand (FETS). One mitigation that is explored
is to have a controlled power supply that can coun-
teract the droop by increasing power in the discharge.
Additionally, by improving the stability in the begin-
ning of the discharge, more of the pulse can be used
in the extracted beam. Today, about 0.3 ms is required
for the discharge to stabilise and noise to reduce before
beam is extracted.

Another area of study is to scale up the dimen-
sions of the ion source, which is done in a Penning 2X
source [30]. The flat-top droop is believed to be related
to thermal variations during the discharge, which causes
the Cs coverage of the electrode surfaces to deviate from
ideal conditions for H− production (∼ 0.6 monolayers).
By scaling the size of the electrode surfaces, and thereby
the plasma volume, the thermal variation of the compo-
nents is reduced, which will increase the pulse stability
and the potential ion current [31, 32]. The aim of the
Penning 2X source is to deliver a 60 mA beam at 2 ms
and 50 Hz (10% duty cycle).

One disadvantage with the Penning source is its rel-
atively short lifetime of about 4 weeks, limited by sput-
tering of the anode and cathode. The refurbishing pro-
cess is also tedious, including mounting new parts to
high mechanical precision. The sources routinely in use
at ISIS are exchanged every 2 weeks as a preventive
maintenance.

Using Cs is an effective way of enhancing H− ion pro-
duction, and also reduces co-extracted electrons. How-
ever, one needs to ensure that Cs is not transported
further through the LEBT to reach the RFQ, or other
accelerating structures, where it may cause unwanted
electron emission. In the Penning 1X type source, this
is done by a cold trap, operated at roughly −5 ◦C, along
with a 90◦ bending magnet placed directly after the ion
source. In the Penning 2X type source, initial focusing
is provided by an Einzel lens, and the Cs is trapped
by a carbon gettering system [33, 34]. The extraction
voltage used is 18 kV, which is lower than the require-
ments for the ESSνSB ion source. However, the energy
can be increased with a post-acceleration gap, which is
used at FETS to accelerate the beam to 65 keV [28].
The performance of the Penning ion source comes close
to meeting the requirements of the ESSνSB ion source
(see Table 3). With the development program taking
place at RAL, the Penning ion source could potentially
reach the long pulse requirements of 3 ms at 14 Hz and
80 mA.

RF volume and surface H− sources The SNS ion
source has an internal RF porcelain-coated copper
antenna for inductive excitation of the plasma, and per-
manent cusp magnets surrounding the plasma chamber
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Fig. 7 Schematic cross
section of a Penning ion
source, from [11]

to create a magnetic field which confines the plasma, see
Fig. 8 [19]. The SNS ion source is based on a design from
Lawrence Berkley National Laboratory LBNL [35], with
a filter magnetic field separating the fast- and slow-
electron regions. This ion source is of volume type;
however, it has an additional Cs collar near the outlet,
which enhances the ionization rate. This source there-
fore combines the phenomena of volume and surface
ion production. The plasma is excited using 55–65 kW
of 2 mHz RF, and the plasma is sustained using a low
power 13.56 mHz RF at 200 W. In this way, the plasma
is quickly ignited when the high power RF is turned on.

The SNS ion source is operated routinely with
50–60 mA H− beams directed into the RFQ at a 6%
duty cycle (1 mA, 50 Hz). Caesium is added using
caesium-chromate cartridges at the outlet collar; the
Cs release is adjusted by controlling the temperature.
The amount of Cs used is in the order of 10 mg, for
one operation cycle, without the need for continuous
Cs injection [36]. An updated design places the RF
antenna external to the plasma chamber (not pictured);
although this technology is much less mature than the
internal-antenna design, early results show improve-
ments in efficiency [37].

The LEBT used at SNS is a short electrostatic
type, of about 12 cm, without any diagnostic capa-
bility (on the test stand, sources are fitted to a false
RFQ aperture, beam-current toroid, and Faraday cup
for RFQ input-current estimates). The extraction volt-
age is 65 kV and could potentially be increased to 75 kV
to meet the requirements of the ESSνSB ion source [38].
Recently, the development of a magnetic LEBT has
been studied, which would allow for diagnostics and
prevent problems with electric discharges [39].

At SNS, there has been success in addressing issues
limiting the source lifetime and availability. Problems
with the insulation of the porcelain-coated antenna
were solved by improving the coating procedure and

careful selection of the antennas. More recent improve-
ments include increasing the electron dump efficiency
and minimizing electrical discharge problems in the
electrostatic LEBT. These developments have led to a
high power, high duty-cycle RF H− ion source with a
long lifetimes of up to 14 weeks, and availabilities of
∼ 99.5% [18, 36].

The performance of the SNS ion source is summarised
in Table 3. Its regular operation is with 1 ms pulse
length and 60 Hz. It should also be possible to extend
the pulse length to 3 ms at 14 Hz to reach ESSνSB
requirements [38]. Assuming tests with longer pulses
prove successful, the SNS RF ion source will stand as
the most feasible alternative for the ESSνSB ion source.
At J-PARC, there has recently been a development of
a similar source, with reports of 66 mA ion beam cur-
rents [21].

Other ion sources A few other available sources are
mentioned here, with some commentary on their per-
formance:

The magnetron surface-plasma ion sources used
at Fermi National Laboratory (FNAL) [41] and
Brookhaven National Laboratory (BNL) [42] are sim-
ilar to the Penning source, but use a different geome-
try. Such ion sources can produce high currents, on the
order of 100 mA, with a long lifetime of ¿ 9 months
but have a higher noise level, about 10%, and higher
energy spread than Penning sources; and have typically
been used at relatively low beam duty cycle of about
0.5% [11]. However, recent improvements to the BNL
source and its LEBT transport line have resulted in
a 120–130 mA current at a 7 Hz repetition rate and
600–1000 µs pulse length, with an 80 mA beam trans-
mitted through the RFQ [43].

In addition to SNS, RF sources using external anten-
nas have been used at the Deutsches Elektronen-
Synchrotron (DESY), reaching 80 mA at a duty cycle
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Table 3 Summary of parameters for the RAL penning source and the SNS RF source [11, 38, 40]

Parameter RAL Penning 1X
ISIS

RAL Penning 2X
FETS

SNS , Oak Ridge
RF surface
enhanced
volume source

Beam pulse length (ms) 0.25ms 2 ms 1 ms

Repetition frequency 50Hz 50Hz 60 Hz

Beam current 55mA 100mA > 60 mA

Duty cycle 1.25% 10% 6%

Lifetime 5 weeks 2 weeks 14 weeks

Cs consumption ∼ 0.7 g /week ∼ 3.5 g /week ∼ 2 mg /week

Emittance RMS norm 0.25π mm mrad 0.3π mm mrad 0.25πmm mrad

LEBT Sector magnet 90◦

plus Cs cold trap
Magnetic LEBT

Einzel lens,
carbon Cs trap
Magnetic LEBT

Electrostatic
LEBT

Emittance RMS norm after inital beam transport
stage

0.7πmm mrad 0.3πmm mrad N/A

Extraction voltage 18(35)kV 18(65)kV 65kV

of 0.8% [14] and the ion source for Linac 4 at the Euro-
pean Council for Nuclear Research (CERN) is of a sim-
ilar design, producing 45 mA at a low duty cycle of
0.04% [11].

There is also a development at RAL of a Cs-free RF
source. This ion source will have a 30 mA current at
a 5% duty cycle. This source is designed to meet the
demands of the regular user beam at ISIS, which will be
sufficient if the transmission is increased by introducing
an MEBT into the linac [44].

Summary Studies have been performed by the
authors of this report on the Penning source at RAL
and the RF source at SNS closer, since these were iden-
tified as being the most promising ion sources to meet
the requirements for ESSνSB. For the pulsing Option
A+, with long pulses of 3 ms, the closest to match is
the Penning source at RAL. However, this source type
is quite service-demanding and requires relatively high
amount of Cs. The RF source at SNS has a higher life-
time and uses less Cs. For both ion sources, it remains
to be seen whether they can deliver long pulses which
can maintain a stable flat-top current of roughly 80 mA
over 3 ms at 14 Hz.

For the pulsing Options B and C, with 50–80 mA,
∼1 ms at 70 Hz, both types of source are feasible. The
RF source seems the most promising from the lifetime
point of view, and the requirements are nearly met by
the state-of-the-art ion sources at SNS and J-PARC.

There are ongoing discussions between ESSνSB and
both RAL and SNS, to follow their developments and
determine if there are any areas of research needing
attention to meet the upgrade requirements for ESSνSB
(since neither of these sources do so as of today). How-
ever, steady improvements in performance of the ion
sources lead to the expectation that they will meet
the requirements within the schedule of the ESSνSB

project. Moreover, it is worth recalling from the intro-
ductory remarks to this section that preliminary simu-
lations with a relaxed emittance limit from the source
of 0.38 π mm mrad showed acceptable transmission
through the RFQ as well as through the DTL, with
total emittance growth at the end of the linac less than
10% versus the nominal 0.25 π mm mrad source emit-
tance.

4.5 Low-energy beam transport (LEBT) design

In studies of the front end, the primary focus has been
on finding solutions where a common LEBT, RFQ, and
MEBT are used for the proton and H− beams, as in the
left panel in Fig. 5. The alternative, which uses separate
front ends, would be more straightforward, but more
expensive.

One challenge with the LEBT is that the beam is
highly space-charge dominated; this implies the beam
tends to “blow up” spatially, has increased emittance,
and that the beam transport generally should be kept as
short as possible. Space-charge compensation is there-
fore critical; this involves an injected inert gas or mix-
ture of gases [45]. The process for the space charge com-
pensation is different for protons and H−. For protons,
space-charge compensation is largely imparted by elec-
trons, while for H−, it is induced by positively charged
ions, which are heavier and alter the underlying dynam-
ics. With an excessive gas pressure, there is also a risk
of introducing stripping losses with the H− ions (see
Sect. 4.10), although the required gas concentration
is likely to be at least an order of magnitude below
the point of problematic stripping, it can cause a non-
negligible portion of total losses, and should be simu-
lated carefully in the design stages [45–47].

As discussed above, there are two options for how to
integrate the ion source with the LEBT, with one option
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keeping the proton ion source and the beam aligned,
and installing the H− ion source at an angle of 60◦,
Fig. 6 (left) or with both ion sources displaced by an
angle of ±30◦, Fig. 6 (right). It should be noted that the
first option requires a switching dipole to be introduced;
the second option can use a fixed-field dipole magnet,
since the proton and H− beams have different charge.

Moreover, when merging the beam in the LEBT and
using the same RFQ, the energy of the different species
should be equal. The platform of the proton ion source
is + 75 kV, and so the platform voltage of the H− source
will be − 75 kV relative to ground. The ion sources must
therefore lie on two different platforms, with a grounded
cage between for shielding. The shortest distance in air
at the present proton ion source is about 185 mm, with-
out any discharge problems, so both options in Fig. 6
seem feasible from a high-voltage perspective.

There are physical limitations in the linac tunnel and
how accelerator equipment can be added in different
directions. From a building design perspective, it is eas-
ier to add components in the area to the left of the beam
line (eastward, facing the direction of the beam). In the
front-end building, the wall to the right in the tunnel is
solid and several components are installed in the inter-
vening space, which makes it easier to install equipment
on the left-hand side. This makes the 60◦ option easier
to accommodate.

4.5.1 Simulations of beam transport

Simulations of the beam transport through the
LEBT and RFQ have been carried out utilising the
TraceWin software [48]. This effort began with 60◦
layout, since in this case, the proton beam line would
be more or less unchanged. The bending magnet has a
bending radius of 0.4 m and edge angles of 20.5◦, which
balances the focusing effects in horizontal and vertical
directions. The first solenoid is kept as close as possible
to the ion source.

The dipole bend introduces dispersion, and in princi-
ple, the bend could be made achromatic. However, this
would require a longer beam line with greater decoher-
ence from space charge forces; this has therefore been

avoided. The dispersion introduced is relatively small,
about 0.5 m. and considering the limited momentum
spread of the beam, in the order of 0.1% determined
mostly by the ripple of the power supply for the extrac-
tion voltage, this dispersion will not affect the beam
significantly.

Simulations with the 60◦ layout, assuming a beam
from the ion source of emittance 0.14 π mm mrad, and
assuming a space charge compensation of 95%, give a
transmission of about 93% from the ion source to the
end of the RFQ. However, simulations with emittance
from the ion source of 0.2 π mm mrad and assuming
85% space charge give a transmission of only 60% from
the ion source to the end of the RFQ. This is because
the beam envelopes in this case become large and parti-
cles at large amplitudes are affected by non-linear fields
in the solenoids and fringe fields of the dipole. This
result indicates that the beam transport in a LEBT
with a 60◦ bend is sensitive to both space charge and
initial beam distribution from the ion source.

Simulations with a 30◦ magnet show that the
beam transport becomes much less sensitive to input
emittance and space charge compensation (since the
envelopes are smaller) and is not influenced by aber-
ration and fringe fields to the same degree. Simula-
tions with a distribution of 0.2 π mm mrad and space
charge compensation of 95% show a transmission of
about 95%. Using the same input emittance, but space
charge compensation of 85%, also gives a transmis-
sion of about 95%. A distribution of 0.25 π mm mrad,
which is the nominal requirement for the ion source, and
space charge compensation of 85%, which is a reason-
able assumption for the LEBT [40] gives a transmission
of 84%. The beam distribution after the RFQ for this
case is shown in Fig. 9, tracking 200 k macroparticles.
The output emittance from the RFQ is about 0.25 π
mm mrad. A beam density plot in the LEBT is shown
in Fig. 10 for this case.

As mentioned in Sect. 4.4.2, further simulations at
an upper limit emittance of 0.38 π mm mrad were also
carried out for the 30◦ case assuming a source capable
of delivering ∼ 85 mA. Here, the transmission through
the RFQ is limited to ∼ 70%, but the beam is delivered

Fig. 8 General schematic of an internal RF negative-ion source (left) and a cross section of the SNS RF ion source (right),
both from [11]
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Fig. 9 Beam envelopes for different ion species at different stages in the linac

Fig. 10 Schematic MEBT
drawing with different
functions indicated

to the end of the linac with a modest emittance growth
of < 10% versus the nominal case.

These simulations demonstrate that the case with a
source placement of ± 30◦ is much less sensitive to the
initial ion source distribution and the degree of space
charge compensation than the 60◦ design. However, the
impact on ESS operations due to installation is also a
significant factor; this is covered in depth in Sect. 4.13.
Although both options have serious merits and draw-
backs, considering all these aspects discussed here and
those discussed in Sect. 4.3, the present baseline is the
30◦ option.

4.6 Medium-energy beam transport (MEBT) design

The function of the MEBT is to match the RFQ out-
put beam to the DTL; to characterise the beam with
different diagnostics; to clean the head of pulse using a
fast chopper (2.86 ms long for the proton beam); and
to clean the transverse halo using scrapers, see Fig. 10.
The chopper is also part of the machine protection sys-
tem, which shuts down the linac on detection of any
serious faults. Details of the ESS MEBT design and
matching can be found in [49, 50].

For the H− beam, the MEBT will also be used to chop
the beam to create extraction gaps for the accumulator
ring. The beam envelopes from the RFQ are similar
for the proton and H− beams, but since the DTL has
permanent quadrupole magnets, the orientations of the

beam envelopes are opposite for H− and proton beams,
see Fig. 9.

As a starting point for the MEBT design, the proton
MEBT is used (see Fig. 10). The ESS MEBT contains
11 quadrupoles for transverse focusing and 3 buncher
cavities for longitudinal focusing, opposing the space
charge forces in the beam. Figure 11 shows the beam
envelopes and expected emittance development taken
from simulations.

The MEBT must be redesigned to meet the require-
ments of the H− beam. The chopper for the standard
ESS MEBT is designed to remove the head and tail of
the 2.86 ms pulse. It consists of electrostatic plates, and
a dump in one plane, with a quadrupole that is used
to deflect the beam. This does not work, however, for a
beam with the opposite charge (without switching the
polarity of the quadrupole). Alternative methods for
chopping will be discussed shortly.

The first elements in the MEBT are used to form
a beam which is circular at the chopper, both for the
proton and H− beams. The focusing elements after the
dump will be used to match the beam to the DTL.
Some elements may have to be pulsed between the pro-
ton and H− beams, 28 Hz in the baseline design, but
it is desirable to find an MEBT design that switches
as few elements as possible. Simulations performed
in TraceWin show an emittance growth of 3% for
the case having no switching magnets versus having
both beams matched to optimal Twiss parameters at
the MEBT-to-DTL interface via switching. The exact
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Fig. 11 Standard proton MEBT, simulations of envelopes
(top) and emittance growth for both the MEBT and first
DTL tank (bottom), from [50]

design of the quadrupoles will need to be studied fur-
ther, especially the choice of iron or ferrite-based design.

The critical design criteria for the MEBT are sum-
marised here:

• Use as few switching magnets and/or focusing ele-
ments as possible; these switch the value between p
and H−.

• The longitudinal phase spread should be limited to
less than ± 25◦ (rms) to avoid non-linear fields in the
buncher cavities, which would lead to halo and/or
emittance growth longitudinally.

• In case one or more cavities fail in the superconduct-
ing (SC) section of the linac, parts of the SC linac
need to be returned to the order of 10 MeV. This
means that no dispersion can be allowed downstream
of the MEBT, and that an achromatic solution should
be sought as a translation stage.

• For the option of merging beams in the MEBT, the
new RFQ and ion source need to be displaced from
the proton RFQ by about 3 m to allow access, and
space for installations. It also requires further inves-
tigation on whether it is feasible to install a second
H− front end, considering the required waveguides
and other auxiliary equipment.

4.6.1 Option for a separate H− MEBT with a 45◦

translation stage

In an alternative design for the H− MEBT, the stan-
dard MEBT design was used, and then split after the
diagnostics unit and before the last four quadrupoles,
where the translation stage with two 45◦ magnets is

introduced, see Figs. 12 and 13. The translation section
includes three buncher cavities to focus the bunch lon-
gitudinally. The quadrupoles and the buncher cavities
are matched to create an achromatic section, so that the
dispersion and its gradient remains zero at the MEBT
exit. As mentioned above, the new RFQ and ion source
must be displaced from the proton RFQ by about 3 m
to allow access and space for installations; the length
of the 45◦ translation stage thus becomes 4.2 m.

The proton and H− beams merge at a second dipole
magnet. Thus, for optimal beam conditions, the last
four quads and the last buncher cavity need to act in
a switching mode, since they require different settings
for each of the two beams to provide matching to the
DTL. In the DTL, permanent quadrupoles are used for
focusing, so no switching can be done between the two
beams.

The first section of the MEBT is essentially identical
to the nominal proton MEBT, and includes the beam
chopper and diagnostics. The chopper cavity is rotated
90◦ compared to the proton one, to deflect the beam
in x instead of y , and the fifth quadrupole from the
MEBT entrance acts as a kick-magnifying element. The
quadrupoles in the first section have approximately the
same values those in the nominal MEBT.

Table 4 lists the major drawbacks and benefits of
this scheme. One additional advantage with merging
the beams in the MEBT is that the proton MEBT can
be kept more or less intact except for the last section of
the MEBT, consisting of four quads and one buncher
cavity.

However, the space restrictions, emittance growth,
and other listed drawbacks have left this option as a
backup, with the design of merging further upstream
into a common RFQ being favoured as a baseline, as
discussed in Sects. 4.3 and 4.5. Further details on this
study can found in [51].

4.6.2 Matching the MEBT to the DTL

Tracking calculations were performed in TraceWin,
which does multi-particle tracking with the PICNIC
3D space-charge routine. The beam was tracked in the
MEBT and DTL with the input beam distribution pro-
vided by tracking an H− beam through the LEBT and
RFQ.

A precision matching of the MEBT was performed
using the four final quadrupoles, along with its second
and fifth buncher cavities, using multi-particle tracking,
to a precision of 2.4e-4 by TraceWin’s optimisation
routine. Some oscillations (beat) in the emittances in
the DTL can be seen due to imperfect matching; this
can probably be improved with further refinement.

It is worth noting in Fig. 14 that there is a notice-
able emittance growth. This can be compared to the
standard proton MEBT where the emittance growth
is about 10% transverse, see Fig. 11. The emittance
growth is, to a large extent, taking place in the dipoles,
where there is a coupling between x, z and dp/p. In an
achromat with two dipoles, this emittance growth will
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Fig. 12 Detailed schematic for the 45◦ merge-in-MEBT option

Fig. 13 MEBT lattice
including the translation
stage, indicating the
quadrupoles and buncher
cavities

cancel after the second dipole, but this does not take
place in this lattice which has a 3π phase advance. This
issue is discussed further below.

Additional matching studies were performed using
the technique described in [49], with a modified solver
to accommodate the interleaved pulses of H− and pro-
tons without the use of switching magnets. This results
in a modest emittance growth versus the single-species
simulations, reaching the end of the linac at roughly
3–10% above the nominal case for both H− and pro-
tons (depending on emittance and current parameters
of the ion source). Further optimisation of the match-
ing should be performed to finalise the MEBT chopper
design.

4.6.3 Chopping

The chopper in the standard proton MEBT is used
for removing the head and tail of the macropulse of

2.86 ms. For the H− beam, the chopper will also be used
to create extraction gaps for the accumulator ring [52].

This means chopping off about 0.13µs every 1.35µs,
or 670 kHz, about 2000 times for every macropulse of
3 ms. This is a considerably higher frequency than the
standard chopper. It also means that about 10% of the
H− beam will be dumped in the chopper beam dump.
With a beam current of 62 mA, this corresponds to a
power of 22 kW at 3.62 meV, and with a beam duty
cycle of 5%, an average power of 1.1 kW. The chopper
and chopper dump will thus have to be redesigned to
meet these requirements.

Assuming the same design of the RFQ as for the
standard proton MEBT, envelopes are exchanged in x
and y between proton and H− if using the same gra-
dient strengths for the quadrupoles. The chopper must
be designed to deflect the beam in x , with the fourth
quadrupole used to amplify the kick in x . (For pro-
tons, the chopper cavity deflects in the y direction.) The
chopping is efficient with a full voltage applied of ± 2.5
kV (the total voltage difference is 5 kV), see Fig. 15.
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Table 4 Pros and cons of merging the beams in the MEBT

Pro Con

Independence of the proton

and H− beamlines up to
the DTL.

Space restrictions for two
parallel front ends are
severe, probably
untenable.

The proton and H− ion
sources can be
commissioned and tested
separately, including the
RFQs.

Dispersion diagnostics need
to be introduced.

Avoids commissioning a
new common RFQ, which
will be a lengthy
interference with the
proton beam operation.

The dipole and four quads
have to be switched, at
about 70 Hz, with zero
field for the proton beam
(The magnets could be
made iron free or
low-remanence soft steel).

Avoids requiring the
chopper to function both

for the proton and H−

beams.

Significantly higher
emittance growth
compared to a single
MEBT.

The second RFQ can be
identical to the present
RFQ design. (Merging in
the LEBT requires an
RFQ with improved
cooling.)

One of the challenges with 5 kV chopper is to achieve
a rise time as fast as the bunch spacing (2.84 ns). The
present requirements for the chopper are 4 kV and
10 ns for the ESS MEBT. There will thus be partially
chopped bunches that are deflected, but do not feel the
full chopper voltage, and thus will be lost in the MEBT
or the DTL. For the standard MEBT, such losses are on
an acceptable level [49]; but these losses will be roughly
2000 times greater for the H− case. For the merge-in-
MEBT option, these lost particles can probably be han-
dled within the MEBT and not reach higher energies,
since the translation stage is situated after the chopper.
However, for the baseline option of merging in the front

end, this may be more difficult and should be studied
further.

4.7 Superconducting linac

The medium-to-high-beta acceleration process is also
being studied with the TraceWin program. It is of
primary interest that the beam exiting the linac is
matched to the accumulator ring to have efficient injec-
tion and to avoid losses. The simulations presented in
the above sections focused on the first part of the accel-
erator, from the ion source to the DTL. Simulations of
the beam acceleration and transport from the entrance
of the DTL to the injection point to the accumulator
ring—with and without errors—were performed as well
for the H− beam. The summary of the losses from the
machine errors and different H− stripping sources are
reported in [53], with results of a supplementary study
also available in [47]; this issue is also discussed in detail
in Sect. 4.10.

From the DTL onwards, the settings of the
quadrupoles can be identical for the H− and pro-
ton beams, although the trajectory correction for the
two species will most likely need to be different. This
requires that the steerer magnets operate in pulsed
mode, which will mean modifying their corresponding
power converters.

The RF power needed for the combined ESSνSB
and ESS beams is nearly double the current design
(although there most subsystems, as well as overall
grid power requirements have significant percentages of
overhead reserved for contingency and upgrade). This
issue has been studied in detail and is reported in [5]
and [54]. Such modifications to the RF system were
evaluated for different pulsing schemes of the linac;
these are discussed further in Sect. 4.11.

In the superconducting cavities, it is a concern that
the RF couplers feeding from the waveguides may expe-
rience electrical breakdown due to the increased duty
cycle. Based on conditioning data, these couplers are
rated to handle the required 10% duty cycle for accel-
erating both the proton and H− beams. Thus, the risk
of their needing to be retrofitted or replaced is con-
sidered very low. However, since the scenario of their

Fig. 14 Emittance in the
MEBT and the first DTL
tank for a nominal H−

beam
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Fig. 15 Chopper at full deflection; H− beam deflected to the intended beam dump

Fig. 16 Layout of the L2R
transfer line [58]. Sections
are colour-coded according
to the presence of horizontal
and/or vertical bending

needing replacement presents a significant disruption
risk to ESS operations, a detailed replacement plan is
presented in Sect. 4.13.

4.8 Linac-to-ring (L2R) transfer line

The L2R transfer line has been designed to trans-
port the fully accelerated 2.5 GeV H− beam from the
upgraded high-β line (HBL) at the end of the linac to
the accumulator ring (AR) [55]. The L2R line bends
the beam both horizontally away from the linac and
vertically down towards the underground AR as shown
in the L2R tunnel engineering drawing in Fig. 16. The
beam is horizontal both entering and leaving the L2R
line, but at a height difference of 7.864 m.

The transfer line lattice is based on a quadrupole-
doublet cell structure, taken from the ESS high-energy

beam transport (HEBT) line design. The cell length
is 8.52 m long, each quadrupole is 0.35 m long, and
the separation of the mid-points of the quadrupoles in
each doublet is 1.08 m. The remaining part of a cell
constitutes a drift space which is 7.09 m long. It is in
these long drifts where the dipole magnets are placed
for the transfer line.

In designing the lattice, it is important to stay below
the ESS beam-loss limit of 1 W/m [56] which restricts
the radioactive activation of the accelerator elements.
To this end, the dipole strengths are set to 0.15 T, which
limits H− losses from Lorentz stripping (see Sect. 4.10)
to a fractional loss of 5.7 × 10−8/m [57], corresponding
to a stripping loss in the dipole magnets of 0.3 W/m
for a 5 MW beam. The 0.15 T field corresponds to a
dipole bending radius of 73.5 m, which is used for all
horizontal and vertical dipole magnets in the transfer
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Fig. 17 Quadrupole (Q), horizontally bending dipole (H) and vertically bending dipole (V) distributions within 8.52 m
lattice cells for (a)–(c) sections listed in the legend of Fig. 16

line. All dipole magnets in the L2R line have been taken
to be sector dipoles.

Following the tunnel engineering design [58] in
Fig. 16, the beam is bent horizontally by θ = 68.75◦,
starting from the ESS linac tunnel (point A). For the
L2R lattice design, the horizontal bending is performed
over 16 lattice cells each of 8.52 m. Each cell there-
fore bends the beam horizontally by 4.3◦, and this can
be achieved using a single 0.15 T horizontally bending
dipole of length 5.512 m per lattice cell.

Regarding the vertical bending, the tunnel engineer-
ing design calls for a maximum vertical tunnel incline
of 3.38◦. The tunnel incline is progressively increased
in section B–C in Fig. 16, from horizontal to 3.38◦ [58].
After the section of maximum incline (section C–E),
the tunnel incline is progressively decreased (section
E–F) to return to fully horizontal upon reaching the
AR (section F–G). Injection into the AR occurs at, or
immediately after, point G in Fig. 16.

Such a design can be achieved by assigning 8 lat-
tice cells in section B–C and 4 lattice cells in section
E–F, with an incline change of 0.42◦ per cell and 0.84◦
per cell, respectively. This calls for single 0.15 T verti-
cally bending dipole magnets per cell of length 0.542 m
and 1.084 m, respectively. It is noted that the longer
magnets are not problematic in section E–F as these
magnets do not need to share the drift space with hor-
izontally bending magnets.

The dipole and quadrupole distributions within the
different 8.52 m lattice cells are shown in Fig. 17. In
the section with both horizontal and vertical bending
(section B–C in Fig. 16), both the horizontally and
vertically bending magnets are distributed to main-
tain an equal separation of 0.345 m between adja-
cent dipoles—and between the dipoles and adjacent
quadrupoles. In this way, the magnet separations are
maximised to minimise cross-talk between magnetic
field edge effects.

In the sections with horizontal bending only (sections
A–B and C–D in Fig. 16), the location of the hori-
zontally bending dipole magnet is preserved within the
lattice cell (see Fig. 17b); this ensures that the beam
optics in the horizontal plane is identical throughout
sections A–D. For section E–F with vertical bending
only, given the freedom of the vertical dipole magnet
location, it is placed in the centre of the long drift
between quadrupoles, as shown in Fig. 17c.

Using 16 horizontally bending, 8 vertically down-
bending and 4 vertically up-bending dipole magnets,
an AR depth of 7.864 m can be achieved. The assign-
ment of the 32 lattice cells is shown in Table 5, and
the locations at which the sections of horizontal and
vertical bending start and end1 are shown in Table 6.

4.8.1 Beam dynamics

Beam dynamics simulations have been performed in
TraceWin from the start of the DTL to the end of the
L2R transfer line [59]. The L2R quadrupole strengths
are optimised to make the L2R line achromatic (that is,
with no output horizontal and vertical dispersion) and
to limit intra-beam stripping by avoiding beam sizes
that are too small (see also Sect. 4.10). A matched beam
is also ensured between accelerator sectors by matching
the Twiss parameters sector-to-sector.

The optimised choice of phase advance is shown in
Fig. 18. The phase advance up to and including the
HBL matches closely that used for protons, to allow
concurrent operation of protons and H− ions. There is
no step in the transverse phase advance on entering the
L2R line to ensure efficient matching; beam matching
is performed in TraceWin using the last 2 cells in

1Note that the locations in Table 6 are at the start of
the first or the end of the last magnet of the magnet type in
question, e.g., location B is at the start of the first vertical
dipole magnet.

123



3800 Eur. Phys. J. Spec. Top. (2022) 231:3779–3955

Table 5 Assignment of lattice cells according to the presence of horizontal and/or vertical bending; the colour key follows
the legend in Fig. 16

Table 6 Section start and end locations, as defined in
Fig. 16, for the proposed lattice, measured from the start of
the L2R line

Point Location along beamline (m)

A 0.000

B 31.418

C 91.600

D 133.313

E 181.578

F 208.222

G 270.614

Fig. 18 Transverse x (red) and y (blue) phase advance per
cell along the linac and L2R line. Positions are given relative
to the start of the DTL. The lattice sections are indicated
along the top of the plot

the HBL section and the phase advance adjustment is
minimal, as shown in Fig. 18.

To make the L2R line achromatic, the total phase
advance is set to a multiple of 180◦ [60]. A relatively
low transverse phase advance of 22.5◦/cell is used at
the beginning of the L2R line, providing relatively weak
transverse beam focusing [61] and a large transverse
beam size of up to ± 4 mm (root mean square) in the
dispersive section. Critically, this large beam size limits
the intra-beam stripping losses [62] to under 0.4 W/m,
at or below the level observed in the linac (Fig. 19).

The magnitude of intra-beam stripping losses
decreases along the L2R line as the longitudinal bunch
length increases in the absence of accelerating cavi-
ties for longitudinal focusing. Therefore, one can take
the opportunity to ramp up the phase advance from

22.5◦/cell to 45◦/cell (Fig. 18), increasing the trans-
verse focusing and reducing the transverse beam size
to below ±2 mm (root mean square). This is bene-
ficial in that the number of cells with vertically up-
bending dipole magnets (section E–F in Fig. 16) can
be reduced from 8 to 4; thus reducing the number of
magnets required for the project, while maintaining the
180◦ requirement for keeping the line achromatic.

In the absence of accelerating cavities in the L2R
line, the energy spread grows due to space-charge forces.
Figure 20 shows how the energy spread increases from
± 0.4 meV to ± 2.3 meV (1 sigma) along the L2R line.
Introducing accelerating cavities towards the end of the
L2R line, operated at the zero-crossing (i.e., at an RF
phase of − 90◦ from the RF peak), allows bunches to be
rotated in the longitudinal phase space to significantly
reduce the outgoing energy spread. Figure 20 shows
how using four such pi-mode structures (PIMS) with
4 MV/m [63] towards the end of the L2R line brings
the energy spread down from ± 2.3 meV to ± 0.6 meV.

4.8.2 Energy collimation

Given the strong horizontal dispersion in the L2R line,
its energy acceptance is ±20 meV. When the energy
error exceeds this limit, the beam is lost in the beam
pipe, whose aperture is ±50 mm. Therefore, beam
energy collimation is necessary for the protection of
beam line equipment.

For the results presented here, a multiparticle beam
was tracked through an error-free lattice from the start
of the DTL to the end of HBL line. This provided the
Twiss parameters at the input to the L2R line. To test
the energy acceptance of the L2R line, the longitudi-
nal emittance was blown up from 0.446 π mm mrad
to 1000 π mm mrad, and a beam distribution with a
random longitudinal phase-plane ellipse was adopted in
TraceWin.

The most effective beam-energy collimation locations
were found to fall after the second and third horizon-
tal dipole magnets in the L2R line, at 16.4 m and
24.9 m from the start of the L2R line, respectively.
Given the strong correlation of particle offset on energy
in the dispersive section of the L2R line, the phase
advance between the collimators was found to be non-
critical for the collimation efficiency. To distribute the
energy deposition further, each collimator can be split
into a triplet of closely spaced collimators. For exam-
ple, three successive collimators with apertures of ± 12,
± 10 and ± 8 mm after the second dipole magnet have
been tested; along with a further three successive col-
limators with apertures of ± 13, ± 10.5 and ± 8 mm
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Fig. 19 Intra-beam
stripping power loss along
the linac and L2R line.
Positions are given relative
to the start of the DTL.
The lattice sections are
indicated along the top of
the plot

Fig. 20 Energy spread
(1 σ) along the linac and
L2R line, with four cavities
operated at the
zero-crossing near the end
of the L2R line. Positions
are given relative to the
start of the DTL. The
lattice sections are
indicated along the top of
the plot

located 24.9 m downstream from the third dipole mag-
net. The collimators within each triplet are separated
by 250 mm.

The results are shown in Fig. 21. The energy colli-
mation keeps the full energy spread within the allowed
± 20 meV (Fig. 21a), therefore maintaining the beam
within the ± 50 mm beam pipe aperture (Fig. 21b).
Figure 21c shows how the energy deposition is shared
amongst the collimators for this particular incoming
energy distribution.

The simulation does not include collimation for
incoming–transverse position or angle errors. An addi-
tional collimation system to address these incoming
transverse errors would most likely call for pairs of col-
limators separated by a phase advance of 90◦ for both
position and angle collimation [64].

4.9 Proton driver beam dynamics summary

Simulations of the H− beam have been completed along
the entirety of the linac both to the line-of-sight beam
dump (not illustrated) and through the L2R transfer
line (Fig. 22).

This set of simulations was completed in TraceWin.
Here, it is worth noting that normalized emit-
tance levels throughout the linac are comparable
with the nominal ESS proton linac at an average
of ε∼ 0.35π mm mrad. These simulations demonstrate
that beam transport is viable without the use of switch-
ing magnets throughout the linac. The blow-up seen
for both size and emittance in the transfer line (beyond
the 400-m point) is intentional: this reduces intra-beam
stripping (see Sects. 4.10 and 4.8). The results here are
strongly dependent on the H− source meeting design
current and emittance requirements (roughly 80 mA
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Fig. 21 a Energy and b transverse x particle densities, and c integrated particle losses, for the L2R line with triplets of
x -collimators after both the second and the third L2R dipoles

Fig. 22 Average transverse beam sizes (left) and emittances (right) for the H− beam through the length of the linac and
L2R transfer line
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and 0.25 π mm mrad, respectively). The optics for
this beam line were optimised for both protons and
H−, such that an each species shared an emittance
growth beyond nominal of approximately 2–5% from
the MEBT to the end of the linac.

4.10 Beam losses

4.10.1 Introduction

The use of H− is essential in the design of the accu-
mulator ring, where charge-exchange injection strips
both electrons and puts them in orbit adiabatically
with already-inserted protons—a process which effec-
tively circumvents Liouville’s theorem by allowing the
beam’s phase-space density to be increased. However,
at any point between the ion source and injection point,
H− can be easily stripped of its outer electron a owing
to the electron’s low-binding energy (0.75 eV [65]). This
makes H− a particularly difficult species in terms of
beamline transport.

Stripping leads to the production of electrons, which
have negligible energy; and neutral H0 atoms. Because
of the low energy of the stripped electron, the H0 carries
nearly all the energy of the original H−. Because it is
uncharged, the H0 follows a drift trajectory, eventually
striking a machine-element wall or a line-of-sight beam
dump.

There are four main types of H− stripping: resid-
ual gas, blackbody radiation, Lorentz-force or field-
induced, and intrabeam stripping (IBSt).

For the linac, IBSt and Lorentz stripping are of pri-
mary concern in terms of component activation, as
these are prevalent at high energies, where deposited
ionising radiation scales with power loss from the beam
and can reach conventional limits. For the linac-to-ring
(L2R) transfer line, all four types of stripping must be
evaluated.

At beam energies greater than ∼ 100 meV, activa-
tion of machine components could become a concern if
the loss values exceed acceptable limits. The beam-loss
limit at ESS has been set to 1 W/m, from a com-
monly accepted standard [6]. This ensures a maximum
1 mSv/h ambient dose rate due to activation at 30 cm
from a surface of any given accelerator component, after
100 days of irradiation and 4 h of cool-down [56].

Since the addition of the H− beam will increase the
total duty cycle of the linac to about 8% (depending on
the pulsing schemes), and with the loss for both beams
in total kept below 1 W/m, the beam loss in the linac
for H− is limited to 0.5 W/m. In the L2R, where only
H− is present, this limit can be relaxed to 1 W/m.

Simulations predict the loss from the proton beam to
be well below 1 W/m (estimated at roughly 0.1 W/m).
If this is confirmed during beam commissioning and
operation of the proton beam, the loss limit for the
H− beam may be relaxed provisionally.

4.10.2 Residual gas stripping

This type of stripping occurs when an H− ion collides
with a neutral gas molecule in the beam pipe. It can
be modelled in terms of fractional beam loss of total
particle count N per unit length L [65–68]:

τ =
∑

i

1
ρiσiβc

ΔN

L
=

1
τβc

. (4.1)

In this formula, τ is the H− lifetime, i is the residual
gas species with a molecular density ρi and a scattering
cross section of σi, and βc is the particle velocity.

This type of stripping is suppressed for high ener-
gies and high vacuum levels. For ESSνSB, it is then
only a major concern as the beam leaves the ion source
into the LEBT and neutral gas is injected as a space-
charge compensation measure for avoiding emittance
blow-up. Depending on the gas species used and the
degree of space-charge compensation needed, the gas
pressure required for well-saturated space charge com-
pensation can be roughly an order of magnitude below
where stripping causes substantial beam loss [69], or
high enough to cause serious beam loss [68]. It should
be stressed, however, that the energies here are so low
that activation and prompt radiation are not signifi-
cant.

In the L2R transfer line, ultra-high vacuum levels are
no longer required. A high vacuum is still required to
prevent ordinary gas scattering. TraceWin has built-
in capability for estimating both gas scattering and gas
stripping, and predicts power loss from stripping to be
below 0.05 W/m at nominal ESS vacuum levels [70].

Double stripping in residual gas A secondary effect
that must be considered here is that a proportion of
the ions may also be fully stripped to protons; this is
often referred to as double stripping. Such protons can
ultimately cause activation or structural damage, par-
ticularly if they are inadvertently accelerated to higher
energies.

Some success has been reported in J-PARC in Tokai,
Japan using a chicane after the chopper in the MEBT
to divert protons produced by double stripping. Nev-
ertheless, their recommendation is to use a quadrupole
FODO lattice instead of solenoid focusing in the LEBT
to avoid proton capture at the outset [71].

If allowed to reach higher energies, double-stripped
protons can even survive a frequency jump from the
normal to superconducting sections of the linac: they
do not survive the doubled frequency at SNS, but they
do survive tripled frequency at JPARC [72–75]. Thus,
double stripping is not likely to lead to the production
of high-energy protons at ESSνSB, where the frequency
is doubled between normal and superconducting linac
sections. However, long-term cumulative damage from
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undetected double stripping “hot spots” as reported
in [76] may still be a risk, and should be prevented.

A general preventative measure to reduce the risk
of such damages could be collimation of either double-
stripped protons or H0 particles (using stripping foils
in the latter case).

4.10.3 Blackbody radiation stripping

The infrared photons emitted by the beam pipe or
other machine parts, when Lorentz-shifted into refer-
ence frame of the beam, can cause significant H− strip-
ping.

Here, the fractional loss per unit length is used as a
figure of merit, which can be taken as [67, 77–79]

ΔN

N

1
L

=
∫ ∞

0

dε

∫ π

0

dα
d3r

dΩdνdl

d3r

dΩdνdl
=

(1 + βcosα)n(ν, r)σ(v′)
4πβ

, (4.2)

where h is Planck’s constant; n(ν, r) is the spectral den-
sity of thermal photons (a function of frequency ν, and
radius r); α is the angle between the incoming photons
and the beam; and the factor ε is defined as ε = hν/E0,
with E0 = 0.7543 eV being the electron-binding energy
for H−. The stripping cross section in the beam frame
is represented by σ(ν′). This integral can be broken into
factors which can be evaluated analytically and numer-
ically, for further detail, see [65, 78, 80, 81].

In the linac, the low temperature of the supercon-
ducting cryomodules suppresses blackbody stripping.
However, the L2R transfer lines have no such nomi-
nal cooling needs, and as shown in Fig. 23, beam power
loss from blackbody stripping is roughly 0.4 W/m for
a 2.5 GeV beam at room temperature.

Cooling the L2R to 100–200 K would limit black-
body stripping, and is expected to be a cost-effective
solution, given the existing cooling infrastructure serv-
ing the nominal ESS linac.

However, low-emissivity beam-pipe coatings may a
viable alternative; Eq. (4.2) and the results in Fig. 23
assume a 100% emissivity, which is expected to scale
linearly with blackbody stripping. Emissivity is depen-
dent on surface characteristics including roughness and
susceptibility to oxidation. For stainless steel, an emis-
sivity of up to 0.4 can be observed, whereas copper,
nickel, or gold can have values as low as 0.03 [82–84].

A coating of TiN is often used in accelerators to
reduce secondary electron yield and may be a strong
candidate for blackbody stripping reduction, owing to
its mechanical and thermal properties [85–87]. Simi-
larly, the non-evaporable getter (NEG) TiZrV coating
is also effective in reducing secondary-electron emission,
which, depending on surface roughness, may also indi-
cate a low infrared emissivity [88, 89].

It should be noted that such metal-based coatings
have emissivities in the 0.2 range, but similar carbon-
based coatings should be avoided, with emissivities

Fig. 23 Temperature dependence of blackbody-radiation
stripping for 60 mA beams at a 4% duty cycle for the
ESSnuSB beam energy of 2.5 GeV, with curves for a more
restrictive 8 GeV case shown as reference. Left- and right-
hand markers in the legend correspond to fractional loss
rate and beam power loss scaled by the left and right-hand
y axes, respectively. Reproduced from [47]

closer to 0.8 [90]. A variety of alternatives may also
be worth further study, as discussed in [91, 92].

4.10.4 Lorentz stripping

A transverse external magnetic field either from focus-
ing quadrupoles or from dipoles is Lorentz transformed
into an electrical field as [47, 93]

|E⊥|= βγc|B⊥|, (4.3)

where |B⊥| and |E⊥| are the originating magnetic field
and beam-frame electric field, respectively, and where β
and γ are the relativistic Lorentz factors while c is light
speed in vacuum. This relation indicates that H− beams
at GeV energies can have problematic stripping from
the field gradients needed for focusing and steering.

For the simpler case of dipole magnets (approximated
as a uniform field near the beam axis), the Lorentz
stripping probability per unit length can be modelled
as [93, 94]

ΔN

N

1
L

=
|B⊥|
A1

exp
(

− A2

βγc|B⊥|
)

A1 = 3.073 × 10−6 sV/m

A2 = 4.414 × 109 V/m, (4.4)

where A1 and A2 are empirical-fit parameters. With
this equation, calculating Lorentz stripping for bunches
traversing dipole magnet fields is straightforward.
Quadrupoles, however, have a transverse field-strength
dependence which makes particles in the outer halo
or misaligned beams more likely to undergo strip-
ping. This probability of Lorentz stripping through a
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Fig. 24 Intra-beam
stripping (IBSt) power
losses for a nominal
trajectory and a
corresponding error study
for the ESSνSB linac (H−

only). Static and dynamic
machine errors are
incorporated along with
beam misalignment.
Standard deviations are
from the cumulative
trajectories of 100 trials

quadrupole can be thus calculated as

P =
∫ 2π

0

∫ r

0

f(r′, σ)
ΔN

N

1
L

r′drdθ, (4.5)

where L is the magnet length and f(r′, σ) is a radially
symmetric particle density distribution [95]. The gen-
eral result is that a small RMS transverse beam size σ⊥
advantageous. However, the opposite is true for IBSt.
This converse dependence on beam size will be analysed
shortly.

4.10.5 Intra-beam stripping (IBSt)

The phenomenon of IBSt arises from the collisions of
H− ions within a bunch, and can be the predominant
form of stripping in high-intensity H− linacs [96]. The
fractional loss rate per length, in the laboratory frame,
is given as

ΔN

N

1
L

=
NσmaxIB

√
γ2θ2x + γ2θ2y + θ2z

8π2γ2σxσyσz
F (γθx, γθy, θz),

(4.6)

where F (γθx, γθy, θz) is the shape function for momen-
tum spreads with a weak dependence on its parameters
from 1 to 1.15. (For more detail, see [47, 97, 98]). The
factor σmaxIB is the maximum stripping cross-section;
this is approximately

σmaxIB ≈
240a2

0α
2
f ln

(
1.97αf+β

αf

)

(αf + β)2
≤ 4 × 10−15/cm2,

where αf is the fine-structure constant, a0 is the Bohr
radius, and β = v/c is the velocity between ions. The

bunch sizes and angular momentum spreads (RMS) are
then, respectively, defined as

σx,y =
√

εx,yβx,y θx,y =
√

εx,y

βx,y
,

where the factors εx,y and βx,y are the transverse Twiss
parameters.

Since Eq. (4.6) has an inverse dependence on
bunch length σz, IBSt can be limited by maximising
length—minimising momentum spread has a similar
effect. One can also infer dependencies on accelerat-
ing phase and RF frequency: both can be reduced to
mitigate stripping.

Relaxed transverse focusing also limits IBSt, and has
been shown to be highly effective [96]. In doing so, one
may use accelerating cavity defocusing strength as a
limiting parameter for a minimally focused beam [97].

Figure 24 shows the power loss rate per meter derived
from Eq. (4.6) and corresponding power loss for a
5 MW, 2.5 GeV H− linac. These calculations were done
as a post-processing step, with trajectories outputted
from TraceWin. This post-processing approach is fea-
sible, since the loss rates from IBSt are orders of mag-
nitude below that of a bunch population and do not
affect the overall dynamics of the bunch (i.e., beyond
the LEBT, it is activation from stripping losses that is
critical, not whether such losses affect the delivery of a
desired beam current).

Figure 24 also shows error study trajectories, which
account for static and dynamic dipole, quadrupole, and
cavity errors, as well as beam misalignments. (Specifi-
cally: 0.1 mm and 10 mrad static errors for the beam
position and momentum, respectively; 0.1 mm for dis-
placement, 1◦ rotation, and 0.5% gradient errors for
quadrupoles; and 1% field and 0.5% phase error for cav-
ities.)
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Fig. 25 Power deposition
of H0 into beam-pipe and
machine element walls for a
62.5 mA H− beam
accelerating to 2.5 GeV for
the ESSνSB linac. Only
IBSt is accounted for

Fig. 26 Traversal of H0

particles from the point of
IBSt to collision with the
nearest machine-element
wall or aperture for the
ESSνSB linac. Inset shows
the depositions occurring
within 2 m of stripping

4.10.6 H0 traversal and power deposition

For the simulation underlying Fig. 25, the neutral H0

created by IBSt are tracked from the instant they
are stripped to when they collide with the beam pipe
or other machine element. As these particles are not
affected by external fields, this calculation could be per-
formed using an elementary trajectory integrator.

Error studies were also done for this set of power
losses using the same error parameter set as above.
Comparing these results with Fig. 24, one can see a sig-
nificant improvement in power deposited versus instan-
taneous power lost.

Figure 26 further illustrates this notion, showing the
distances travelled by the stripped H0 particles before

reaching a collision point (with a remaining ∼ 50 W
deposited into the beam dump at the end of the linac).
However, this advantage does not come in to play for
the L2R transfer line: in this case, the H0 particles will
collide shortly after passing the nearest bending dipole.

Optics, emittance, and optimization For quadrupoles,
as mentioned above, relaxed quadrupole focusing can
improve the IBSt rate while being detrimental for
Lorentz stripping, as particles furthest from the beam
axis are closer to the magnet pole tips (specifically, the
Hamiltonian describing a quadrupole’s magnetic vec-
tor potential has quadratic dependence on position,
extending radially outward from the magnets’ trans-
verse centre).
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Fig. 27 Dependence of blackbody, IBSt, and Lorentz strip-
ping (quadrupoles only) on average transverse beam size σ⊥
for a 2.5 GeV, 62.5 mA beam traversing toy FODO lattices
(6 m × 20 cells) of one quadrupole pair and one bunching
gap per cell. Beam parameters are determined by setting
phase advance and solving for optimum inputs. A range of
1–90◦ phase advance runs gives the shown range of beam
sizes. Blackbody stripping is simulated separately, assum-
ing a constant σ⊥ for each point

Fig. 28 Dependence of IBSt and Lorentz stripping
(quadrupoles only) on field gradient for the same lattice
and optimisation scheme as Fig. 27

Figure 27 shows the inter-dependence for these two
types of H− stripping, along with blackbody stripping,
for a dummy FODO lattice of 20 cells with buncher cav-
ities. Figure 28 extrapolates this result to quadrupole
strength. An energy of 2.5 GeV and current of 62.5 mA
was used for all test points.

This analysis follows Eq. (4.6) for IBSt, and Eq. (4.5)
adapted to a Gaussian distribution for Lorentz strip-
ping; this is integrated numerically over a radius r as

ΔN

N

1
L

=
∫ 3σ

0

√
2Gr′

2
√

πA1σ
exp

[
− (−μ + r′)2

2σ2

]

× exp
[
− A2

Gβγc

]
dr. (4.7)

A misalignment of μ = 1.5 mm is used in Fig. 27 for
the upper error limit; and the factor G is quadrupole
field gradient in T/m. The blackbody-stripping results
are based on Eq. (4.2) convolved to a Gaussian beam.

For this test, different trials were performed with var-
ied quadrupole strengths and gap voltages over a phase-
advance range of 1–90◦. Beam parameters for each run
were matched to the increasing phase advance, with
longitudinal-to-transverse emittance ratios also varied
from 0.5 to 2 at each phase-advance step, giving a vari-
ety of bunch sizes for each test lattice.

This result is not specific to the ESSνSB lattice as-
is, since the present baseline keeps all optics identical
for protons and H− where possible, and thus favours
a smaller beam size. However, these results provide a
benchmark for optimisation, should relaxed quadrupole
strengths become necessary to reduce IBSt in the linac.
Thus, at present, Lorentz stripping is expected to be
negligible along the ESS linac, which has an average
transverse beam size of 2.5 mm for both particle species.
For H− in the L2R transfer line, this size is increased to
4.0 mm to further reduce IBSt as illustrated in Sect. 4.8;
here, Lorentz stripping in quadrupoles remains low,
effectively nearing the optimised crossing point for the
IBSt and Lorentz stripping curves shown in Fig. 27.

For emittance, the situation is simpler: transverse
emittance growth implies a larger σ⊥, which means
greater Lorentz stripping; it also means increased intra-
bunch velocities, causing more IBSt. Thus, a linac
design with limited emittance growth is particularly
important for H− beams. This trait was confirmed by
comparing preliminary lattice designs with high emit-
tance growth to the a finalised, well-matched baseline
design; a reduction of IBSt rates by a factor of 1.5–2
was observed.

4.10.7 Linac-to-ring transfer line losses

In the linac, the proportion of H0 power deposited into
the line-of-sight beam dump affords some relief in terms
of component activation. This is not the case, however,
for the L2R transfer line. As mentioned earlier, since
L2R is curved, the stripped H0 collide with the nearest
bend after passing a dipole magnet.

Activation from residual gas stripping should also
be mentioned: at 2.5 GeV, a higher vacuum level is
needed to prevent problematic stripping losses than
that needed to prevent losses due to scattering. How-
ever, the nominal ESS vacuum pressure required for
ideal longevity of the ion pumps [70] is such that gas
stripping levels may be taken as negligible.

Lorentz stripping is also compounded in transfer
lines. Although it is below problematic levels in the
quadrupoles, in the bending dipoles, it makes a signif-
icant contribution. (The Lorentz stripping scales with
the bending radius, e.g., ρ = 73 m for a field strength
limited to |B|= 0.15 T in a 5 MW, 2.5 GeV beam [95].)

Additionally, blackbody-radiation stripping can
become problematic, as discussed earlier. Without
remediation, this leads to a problematic power loss of
roughly 0.4 W/m, as shown in Fig. 23.

The L2R stripping levels can then be summarised as
follows:
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• Blackbody radiation ∼ 0.4 W/m (room temperature,
100% emmissivity)

• IBSt ∼ 0.3 W/m
• Lorentz ∼ 0.29 W/m (dipoles)
• Residual gas < 0.05 W/m.

This puts the activation level of L2R transfer line near
the 1 W/m limit. Since the IBSt and Lorentz strip-
ping levels are not likely to be improved further beyond
minor refinements, it is imperative that measures be
taken to reduce blackbody stripping (either by cool-
ing the beam pipe to at least approximately 200 K or
reducing emissivity of the beam-pipe surface by at least
a factor of two). However, as mentioned earlier, some
well-polished metals have emissivities less than 0.1, and
stainless steel can have emissivity as low as 0.4. Thus,
blackbody radiation may be more likely to fall roughly a
factor of two below the simulated 100% emissivity, leav-
ing the total stripping loss rate at an adequate level of
0.8 W/m.

An additional design measure is advisable: placing
local beam dumps after each dipole bend. The trajec-
tories of stripped particles should be calculable to a
scale comparable to the transverse beam size, so the
placement of such dumps may be fairly simple.

4.11 RF systems

In this section, a description of the RF systems used for
the proton driver of the neutrino facility is described
and the upgrade on the RF power sources and stations
is outlined.

4.11.1 RF modulator upgrade

The RF modulators designed for the current ESS linac
are based on the stacked multi-level (SML) topology
and are each rated for peak power 11.5 MW and aver-
age power 650 kVA [99]. This modulator topology per-
mits control of output pulse amplitude as well as offer-
ing variable pulse length on a pulse-to-pulse basis, thus
allowing output of any one of the proposed pulsing
schemes for ESSνSB.

For the ESS linac baseline design at 2.0 GeV, a total
of 33 modulators are needed. For upgrading to 2.5 GeV,
additional 32 high-beta cavities are needed, requiring
8 additional modulators. In total, 36 modulators must
be upgraded to meet the increased power demands of
ESSνSB, and 8 new ones must be constructed, for a
total of 41 modulators.

Upgrading the SML modulators will require no addi-
tional footprint in the accelerator gallery, but will
extend the height of the modulators by 0.5 m. The esti-
mated time of work to perform the upgrade is approx-
imately 2 weeks per modulator, provided that the nec-
essary components can be prepared and pre-cabled in
advance.

Additional insulated-gate bipolar transistors will be
necessary in the upgrade [54], allowing for increased

cooling capacity without altering the nominal heatsink
design.

It should be noted that the peak pulse power, and
therefore also output pulse voltage and current ampli-
tudes, are in the proposed pulsing schemes not greater
than that specified for the baseline ESS RF modulators.
This means that all components are already appropri-
ately scaled for peak pulse power conditions, and that
the upgrade will largely concern the capability of the
modulators for handling increased average power.

The oil-tank assembly, including the high-voltage
components contained within, is designed conserva-
tively with respect to necessary isolation distance, using
mineral oil as insulating medium. Since the oil is contin-
uously circulated for a high heat-transfer capacity (and
since the high-voltage components are relatively large
with respect to the power they convert), it has been
determined that the oil tank assembly will require no
upgrades to handle the increased average power repre-
sented by the proposed scenarios.

To study the performance of the present SML modu-
lators for the new pulsing conditions of the proposed
scenarios, a simulation model was developed using
MATLAB Simulink [100]. First, to maintain flicker-free
operation, charging power was proportionally increased
with the idea of recovering the lost energy of all pulses
(1 proton pulse plus 1–4 H− pulses) in time for the
next proton pulse. Consequently, in scenarios B and
C, reduced capacitor-bank voltage is available for each
of the four H− pulses. SML modulator pulse genera-
tion control systems were, in these cases, adjusted to
compensate. The following text details the simulation
results for each scenario with particular focus on (1)
rise time, used in deriving modulator beam efficiency,
(2) pulse flat top ripple, and (3) the dynamics of the
capacitor charger waveforms.

Figure 29 shows simulation results for the upgraded
SML modulator with the baseline 28 Hz pulsing scheme
from Fig. 3. In this scenario, pulse repetition rate is dou-
bled from the nominal ESS value. Consequently, with
doubled charging power, the following H− pulse is iden-
tical to the first pulse. Flat top ripple is seen to be
within specification, and pulse rise time is verified to
be just over 120µs. This pulse rise time corresponds to
a modulator-beam efficiency of 82%, and to an annual
electricity cost of Me14.6 for all 41 modulators (this is
the lowest-cost option, representing is a 100% increase
from the nominal ESS).

Simulations for the alternative pulsing schemes using
the existing modulator design with additional capaci-
tor banks, or with pulse-transformer technology, were
performed and reported in [5]. The 28 Hz scheme was
found to outperform the 70 Hz options considerably in
terms of efficiency and annual electricity cost, which
leaves it as a strongly favoured baseline.

4.11.2 Grid-to-modulator transformers

For the nominal ESS design, there are 11 transform-
ers feeding grid power to three modulators each. These
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Fig. 29 Simulation results
for pulsing Option A+ from
Fig. 3; Top: modulator
output voltage and
capacitor bank charging
waveforms; Bottom: flat top
ripple, confirmed to be
within acceptable limits

are rated for 2000 kVA, with each modulator requir-
ing 650 kVA. Taking a conservative estimate of a 100%
increase in power for the ESSνSB upgrade, these trans-
formers can be reused—but only supplying one modu-
lator each instead of three each.

Beyond this, 15 new transformers would be needed,
each delivering power to two modulators (for the
remaining 22 upgraded and 8 newly installed modu-
lators). These new transformers would need ratings of
2600 kVA, 600 V, and 50 Hz, with an estimated total
cost for the 15 new units at Me5.6.

4.11.3 Klystron upgrades

Only Pulsing Scheme A from Fig. 3 is considered here,
as it is presently a strongly favoured baseline. (For
details on the klystron power requirements for other
pulsing schemes, see [5].) Given the timeframe of the
ESSνSB project, it can be assumed that the klystrons
in operation on the ESS linac will be nearing the end
of their lifetime. The requirement for klystrons in oper-
ation in the linac (352 MHz, 3 MW klystrons and 704
MHz, 1.5 MW klystrons) was for a lifetime exceed-
ing 60,000 h (about 10 years). Hence, it is reasonable
to consider that they will have to be replaced once
ESSνSB is operational.

There are several options for the replacement:

1. In the first option, the klystrons are replaced with
similar devices. The klystron beam voltage, current,
and the RF circuit design are left unchanged. The
only modifications required would be related to the
increased average power dissipation (with collec-
tor size and cooling redesigned for operation at 28
Hz), and possibly shielding. Klystron manufactur-
ers have been involved to understand the implica-
tion of the possible modifications and the cost and
some details will be discussed shortly.

2. In the second option, the klystrons can be replaced
with tubes that have been redesigned and optimised
for the new operating conditions and increased effi-
ciency. Again, two alternatives can be evaluated:

(a) In this case, a complete tube re-design can be
studied, including optimisation of:
• Micro-perveance
• Electron gun
• Cavity circuit
• Cooling
• Collector.
Increasing the beam voltage to about 140 kV
could have a positive effect on the klystron
efficiency, as demonstrated by several studies.
An 800 mHz klystron has been designed for
the Future Circular Collider (FCC) at CERN
(134 kV, 12.5 A, 1.3 MW), showing an effi-
ciency of about 80% in 3D simulations [101,
102]. This klystron has specifications similar
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to the ESS requirements, and it makes use
of the new bunching methods for high effi-
ciency, with no major technological changes.
Another innovative design with two HV stages
has shown an efficiency of 82% in 3D simula-
tions [103], but this technology is quite new
and might be not mature enough by the time
procurement must be negotiated.
At the same time, increasing the klystron
beam voltage has important implications from
the modulator design point of view, with
several components needing replacement and
possibly requiring major design changes. This
option should thus be evaluated with the
help of the power converter experts. A recent
report [104] demonstrates by particle-in-cell
(PIC) simulations an efficiency for this option
of 73% (about 9% higher than the one
achieved by the klystrons currently installed
on the ESS linac). For the 352 mHz klystrons
(RFQ-DTL), such work has not been carried
out yet. As there will be only six of these
klystrons, it should be evaluated whether the
efficiency gain would justify the investment
in a new design. The cost of the different
scenarios has to be evaluated against their
advantages. Klystron manufacturers have to
be involved in all cases, to assess the feasibil-
ity. Scenarios 1 and 2b will be discussed in the
following paragraphs.

Scenario 2a will not be considered further at this time,
as it would require major changes on the modula-
tor design and collaboration with the power converter
group to assess the feasibility of such a design.

Modifications required on ESS klystrons for the ESSνSB
upgrade This section will focus on the modifications
required to operate the current klystrons at 28 Hz rep-
etition rate (Scenario 1). The klystrons presently used
for the ESS linac have been provided by three differ-
ent manufacturers: Thales and CPI for the normal-
conducting linac (352.21 mHz) and Thales, CPI, and
Canon for the medium and high beta part of the linac
(704.42 mHz). A first enquiry regarding the modifica-
tions required to operate the klystrons at 28 Hz has
been carried out, with the following outcome [105–107]:

352.21 MHz Klystrons

• Thales TH2179D klystrons (352.21 MHz, 3 MW
peak)

– Some modifications in the oil tank cooling circuit
are required to dissipate the heat caused by the
current in the limiting resistors.

– The flow rate of the body should be slightly
increased (16 to 25 l/min).

– The lead shielding will need to be locally adjusted.
– The presently installed collector can dissipate

about 560 kW (average). The margin should be

enough to ensure safe operation at 28Hz, but addi-
tional thermomechanical simulations are needed.
The temperature of inlet water at 50 ◦C should also
be considered.

– The collector flow rate should also be increased
from 300 to 600 l/min.

• CPI VKP-8352A (352.21 MHz, 2.9 MW peak).

– CPI provided a detailed report including simula-
tions of the thermomechanical behaviour of the col-
lector at 28Hz, and of the klystron output cavity
and output window.

– For the collector, CPI found a limited margin, and
recommends a collector upgrade. CPI is currently
under contract with ESS Bilbao to repair a VKP-
8352A klystron and upgrade it with a larger col-
lector (from the VKP-8352C klystron). This col-
lector will be capable of operating at the double
duty requirement of 28Hz. The klystron will have
a new model number.

– The output window and output cavity are capable
of higher duty.

– Increased coolant flow rate would be required at
28Hz for the collector and body circuits. The elec-
tromagnet flow rate would not change.

– The X -ray shielding should be adequate for the
higher duty, but there may be some areas that need
upgrading. It is difficult to estimate the impact on
life of operating the existing tubes at 28Hz. The
only vulnerable component is the collector. CPI
will review the current design for projected cycling
fatigue.

704.42 mHz Klystrons

• Thales TH2180 klystrons (704.42 mHz, 1.5 MW
peak)

– The oil tank cooling seems sufficient, but this will
need to be confirmed by further testing.

– The flow rate of the body should be slightly
increased (from 14 to 16 l/min ).

– The lead shielding will need to be locally adjusted.
– A water-cooling circuit will have to be added for

the output waveguide transformer and RF window.
– The collector should be able to dissipate the

increased power, but this has to be confirmed by
further simulations. However, the margin is higher
in this case (compared to the 352MHz klystrons).
Collector flow rate must be increased to 275 l/min.

• Canon E37504 (704.42 MHz, 1.5 MW peak).

– The collector cooling will need an increased flow
rate (365 l/min), which will bring the pressure drop
just below the upper limit of 3 barg. An alternative
is to decrease the inlet temperature of the collector
cooling water to 43 ◦C instead of the 50 ◦C cur-
rently allotted. Otherwise, no other issues are fore-
seen with the collector design: the average power
density on the collector inner wall will increase
from 122W/cm2 at 14Hz to 243W/cm2 at 28Hz.
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This is within the range of performance experience
of other CETD products.

– No issues for the body and window design. The
power dissipation will double but will still be well
within the absolute rating for this klystron. The
temperature of the outlet water will increase about
6◦ with the present flow rate.

– X-ray shielding is expected to be sufficient with
the new repetition rate, but this should be con-
firmed with testing, and it might need to be locally
adjusted.

– It is difficult to estimate the impact of the higher
duty cycle on the klystron lifetime. It is reasonable
to expect a shorter lifetime, and if the warranty is
to be kept as it is for the present klystrons, the cost
will increase accordingly.

• CPI VKP-8292A (704.42 MHz, 1.5 MW peak).

– CPI provided a detailed report including simula-
tions of the thermomechanical behavior of the col-
lector at 28Hz, and of the klystron output cavity
and output window.

– Thermomechanical simulations of the collector
show an instantaneous power density distribution
for the existing design of about 3800 W/cm2, which
is considered too high. A modified geometry has
been studied and it is able to reduce the maxi-
mum value from 3800 to 2575W/cm2. The reduced
power density for the proposed VKP8292A collec-
tor design results in predicted mechanical perfor-
mance within guidelines for reliable performance
at the specified pulse parameters. Therefore, CPI
recommends a collector upgrade for the 28Hz duty
cycle.

– According to thermomechanical simulations car-
ried out by CPI, the output window and output
cavity are capable of higher duty cycles.

– The X-ray shielding should be adequate for the
higher duty cycle, but there may be some areas
that need upgrade.

– Increased coolant flow rate would be required at
28Hz for the collector and body circuits. The elec-
tromagnet flow rate would not change.

Efficiency and electricity consumption for the upgraded
medium and high beta klystrons Scenario 1

As already mentioned, three different types of
klystrons are being used for the ESS linac. They
have been procured from three different manufactur-
ers, Thales, Canon, and CPI. The klystrons have simi-
lar specifications, with efficiencies between 63 and 66%,
in worst and best cases. These data have not been fully
confirmed in site acceptance tests yet, but have been
provided by the manufacturers. The calculations below
are based on the data provided by Canon [108], as
Canon klystrons are used in both the medium and high
beta linac. Similar performance values are expected
from the other klystrons.

It is possible to increase the klystron efficiency in
operation at beam voltages lower than the nominal by

Fig. 30 Power curves for SN18K010 Canon klystron. Curve
4 and 5 have been obtained by introducing a mismatch at
the klystron output. This case will not be considered in
the following calculations, so the klystron output power is
considered at these voltage levels is slightly lower

introducing a mismatch on the output of the klystron.
This has been demonstrated and could present advan-
tages, especially for the first medium-beta klystrons
(which will operate at lower output power). However,
this improvement will not be considered in the calcula-
tions to follow, since it is assumed that the same tech-
nique could also be adopted for the second Scenario
(a–b), bringing the same advantage to the three differ-
ent cases.

The power required by the cavities in the medium
and high beta linac is shown in Fig. 30. To estimate
the efficiency of the klystrons at the operating point,
some considerations must be taken into account:

• The output power required from the klystron (Table
7) will have to include the losses in the RF distribu-
tion system (RFDS), which are estimated to be about
5%.

• In order for the low-level RF (LLRF) systems to be
able to regulate the power, the amplifiers have to
operate in the linear regime. This means that the
klystrons cannot be operated at saturation, but at a
power level which is about 25% below saturation.

• To increase the overall efficiency, the first klystrons of
the normal-conducting linac can be operated at beam
voltages lower than nominal (nominal here is defined
as the beam voltage required to reach 1.5 MW output
power), since they will have to provide lower power
to the first cavities (the power required from the first
medium beta cavities is lower than 400 kW). How-
ever, four klystrons share the same modulator, so the
chosen voltage has to accommodate four klystrons at
the time.

• The klystron saturated efficiency when operating at
lower beam voltages is lower than the one at nominal
voltage. This is shown in the following figures for the
Canon E37504 klystrons (no mismatch assumed).
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• The modulator efficiency is estimated to be around
82% [5].

Due to the limited efficiency of the systems in the
chain from the input to modulators to the beam, the
power goes up as the distance to the beam increases;
this is illustrated in Fig. 31.

Assuming that each klystron will operate for about
5500 h/year (with a duty cycle of 9.8%), and a cost of
electricity of about 0.11 e kW/h; this means, for the
cost of electricity:

• Medium Beta: 3.35 Me/year
• High Beta: 12.26 Me/year
• Total: 15.6 Me/year.

Scenario 2b
In this case, the maximum modulator beam voltage is

not modified, while the perveance can still be changed
by reducing the electron beam current.

CPI is currently studying a new high-efficiency
klystron design for the medium and high beta sections
of the linac. Here, the tube micro-perveance is kept
unchanged at 0.6; they then attempt to increase the effi-
ciency using the new core-stabilisation method (CSM)
bunching technique. The first simulation results show
a very limited improvement (about 2% with respect to
the current design, leading to a maximum of 68% effi-
ciency), but more studies and optimisations are ongo-
ing, and the company believes that there is high margin
for improvement.

For the medium–high beta klystrons, a high effi-
ciency design study has also already been carried out
at ESS (HEK-ESS-8) [104], demonstrating an efficiency
of almost 74% in simulations using the KlyC 1.5 D
code [109], and about 73% in MAGIC 2D PIC simu-
lations [110]. Some results from Magic 2D and KlyC
simulations are shown in Fig. 32.

In the following calculations, results from KlyC simu-
lations are used. The HEK-ESS-8 klystron has a slightly
lower micro-perveance compared with the klystrons
currently in use at ESS (0.46 versus 0.6). The klystron
efficiency at nominal high voltage (115 kV) and output
power (1.53 MW) is 73.8% (see Fig. 33). This efficiency
is lower when the klystron is operated at lower beam
voltages, but it could be improved by adding a mis-
match at the klystron output as discussed above (and
already demonstrated for the present ESS klystrons).

The power profile along the superconducting linac at
different stages of the RF chain is shown in Fig. 34.

Assuming that each klystron will operate for about
5500 h/year (with a duty cycle of 9.8%), and a cost of
electricity of about 0.11 e/kWh one finds, for the cost
of electricity:

• Medium Beta: 3.1 Me/year
• High Beta: 11.08 Me/year
• Total: 14.17 Me/year.

A comparison of the peak power provided by the mod-
ulator to the klystron in the case standard klystrons is
used (blue) or HEK-ESS-8 klystrons are used is shown
in Figs. 35 and 36.

It can be seen from the analysis presented herein that
several options are available for the klystron upgrade in
terms of cost, efficiency, and power consumption. Mak-
ing the most appropriate choice may depend heavily on
the end-of-lifetime plan for the existing ESS klystrons.

4.11.4 RF distribution system

The standard waveguide and coaxial components are
expected to be capable of operation at 28 Hz with-
out any critical issues. However, the thermal impact
of the higher average power on some “special” compo-
nents (magic tee, switches, phase shifter, etc.) should
be evaluated. Also, the present cooling solution for the
stubs connecting the klystron gallery to the accelerator
tunnel should be re-evaluated.

4.11.5 Circulators and loads

The high-power loads and circulators currently installed
in the ESS linac are supplied by AFT Microwave. For
the high-power loads, it is likely that it will be possible
to upgrade the current devices by modifying the cool-
ing circuit and possibly by introducing an additional
attenuating section in a modular way [111].

Regarding the circulators, these would require more
detailed studies (according to AFT).

4.11.6 Low-level RF (LLRF) subsystems

The real-time operation of LLRF is controlled by events
from the timing system and can be run at higher rep-
etition rates. What becomes critical at higher rates is
the shorter computation time available for the data pro-
cessing required between pulses. However, this can be
mitigated by updating only some of the algorithms at
every second pulse at the highest repetition rates with-
out sacrificing performance significantly [112]. There-
fore, no major issue is expected.

4.11.7 Existing solid-state power amplifiers (SSPAs)
for buncher cavities

From a first enquiry, according to the supplier [113]:

• The current design of the SSPA could withstand the
new conditions but:

– A new power supply (PS) drawer would need to be
added to maintain the desired redundancy.

– One load of the 5-way combiner would be replaced
by a bigger one (1600 W instead of 1250 W) to keep
a similar safety margin. The combiner heatsink is
already prepared to host the new load. Thus, no
mechanical modifications would be needed on the
heatsink.
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Table 7 Output power for different klystron settings

No. Beam voltage (kV) Beam current (A) Solenoid current RF power (MW) Iris

1 2

1 115.2 23.9 10.0 10.0 1.50

2 107.6 21.4 10.0 10.0 1.54

3 97.6 18.8 8.5 8.5 1.23

4 76.0 13.2 8.0 8.0 0.66 Iris 1

5 61.2 9.6 6.0 7.5 0.37 Iris 2

Fig. 31 Peak power
profiles for the
superconducting linac at
different stages in the RF
chain. Blue—power to
cavity; magenta—klystron
output power;
orange—klystron saturated
power; grey—power
provided from the
modulator to klystrons;
cyan—modulator input
power

• The new PS drawer could be implemented in two
different ways:

– With a bigger rack: 44 rectifier units (RUs) instead
of 41 RUs, if possible. This option has less of an
impact in terms of mechanical redesign.

– Using the same 41 RU rack but trying to accommo-
date the new PS drawer. This option has a bigger
redesign impact.

4.11.8 Tetrode amplification for spoke cavities

The spoke cavities of the ESS linac each use a pair
of tetrodes as an RF power source, and an upgrade
of the anode power supplies will be needed (consisting
of increased capacitor chargers). Considering the life-
time of the tetrodes powering the linac’s spoke section,
another solution could be to use a solid-state amplifier,
or a klystron-based solution, at the time when ESSνSB
is built. In summation, there are 26 spoke cavities which
are powered using 52 tetrodes; each pair of tetrodes is
fed by an anode power supply, making a total of 26
anode power supplies in this part of the linac.

Research is ongoing at the FREIA laboratory in Upp-
sala, Sweden, on the reliability and feasibility of tetrode
solutions for both ESS and ESSνSB. At this labora-
tory, two 400 kW RF stations at 352.21 mHz have been
installed. One manufactured by Itelco-Electrosys [114]
was commissioned in 2015; the other was manufactured
by DB Science and commissioned in 2016 [115]. These
stations were used for testing spoke cryomodule proto-
types for ESS.

Unfortunately, multiple issues with both RF stations
delayed or inhibited normal operations. The tetrodes
have shown certain reliability issues and the new version
of the vacuum tube, i.e., the TH595A (in replacement
of the TH595) has yet to prove its reliability. However,
the most worrying issue for the future operations of ESS
is that there is only a single manufacturer worldwide
supplying such vacuum tubes, which may pose serious
supply issues. Recently, prices are up by 40%, with a 6-
month lead-time for orders. The future of these tubes is
not guaranteed, as the market is shifting towards solid-
state technology.

Spoke cavity solid-state power amplifiers (SSPAs)
A pioneering work using SSPAs for high-power appli-
cations began in 2014 at the SOLEIL synchrotron
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Fig. 32 Clockwise from top left: electron beam trajectory simulation in a klystrons, efficiency vs. input power, klystron
bandwidth, operation on a mismatched load, efficiency and output power vs. cathode voltage, and efficiency vs. input power
at different cathode voltages

Fig. 33 Saturated output power (top) and efficiency at saturation (bottom) of the HEK-ESS-8 klystrons
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Fig. 34 Blue—power to
cavity; magenta—klystron
output power;
orange—klystron saturated
power; grey—power
provided from the
modulator to klystrons;
cyan—modulator input
power

Fig. 35 Peak power from modulator to klystrons in the elliptical part of the linac. Blue—ESS baseline linac; red—HEK
ESS-8 klystrons

in Saint-Aubin, France, with a high-power amplifier
at 352.21 mHz, combining several 330 W MOSFET
modules for the first time: 40 kW for the booster,
then 2×180 kW for the storage ring; these demon-
strated extremely high reliability [116]. Seven high-
power amplifiers (150 kW) were also constructed at
ESRF [117] in Grenoble, France. The technology is
now proposed commercially by an increasing number of
industrial suppliers (e.g., Thales at 200 mHz for CERN,
and IBA at 176 mHz for MYRRHA).

A major leap forward comes from CERN, where
200 mHz tetrodes have been replaced by SSPAs for the
upgrade of the acceleration system of the Super Pro-
ton Synchrotron (SPS). The transistors are assembled
in sets of 4 per module, for a total of 2 kW. A sum
of 2560 modules, i.e., 10,240 transistors, will then be
spread across 32 towers. The full system will be able to
provide two times 2×21.6MW.

Power combination is crucial for enabling the eco-
nomic competitiveness of a system of this size, and
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Fig. 36 Klystron efficiency
along the elliptical linac.
Blue—ESS baseline linac;
red—HEK ESS-8 klystrons

relies on a cavity combiner. A prototype was realised
at ESRF with a 144:1 cavity combiner [118]. Since the
power is distributed across hundreds of transistors, if
a few transistors stop working, the RF system will not
stop completely, which would be the case for a vacuum
tube-based station.

The cavity combiner is designed with the magnetic
field independent of the azimuthal and vertical posi-
tions, such that 100 input ports are homogeneously cou-
pled using inductive coupling via loops. Then, feeding
these ports with efficient SSPA modules allows for high
RF power combination with high efficiency, within one
stage of combination. Another advantage is that a vari-
able number of inputs are allowed. Not requiring a set
number at the design stage allows for redundant imple-
mentation [119].

Research and development at FREIA on SSPAs Work
is also ongoing at FREIA laboratory on the develop-
ment of SSPA technology for ESS, MAX IV (a neigh-
bouring fourth-generation synchrotron light source in
Lund), and ESSνSB. Specifically, upgrading the ESS
accelerator power from 5 to 10 MV to serve the neutrino
beam ESSνSB experiment is required due to the accel-
erator’s pulse frequency increasing from 14 to 28 Hz (5
to 10% duty cycle); this will put even more stringent
requirements on the RF amplifiers.

A 10 kW prototype SSPA has been built at
FREIA [120] and will be used as a starting point to
design, construct, and test a 400 kW SSPA station.
This development may be of decisive importance for
as a replacement of the current vacuum-tube-based RF
power amplifiers to guarantee a long-term stable and
more energy-efficient operation of the accelerators.

The ongoing research resulted in several publications
on a compact, 10 kW, solid-state RF power amplifier
operating at 352 mHz. During tests, a total output

peak power of 10.5 kW has been measured. The ampli-
fier combines SSPA modules at 1.25 kW each, built
around a commercially available LDMOS transistor in a
single-ended architecture with 71% efficiency in pulsed
operation [121]. A feedback-controlled RF power flat-
ness compensation was also demonstrated at a 10 kW
level [122].

The forthcoming work on project will involve pro-
ducing a 400 kW prototype power station based on
combining 4×100 kW units, each unit composed of
70×1.5 kW SSPA modules. A current budget of approx-
imately 3.5 m Swedish Krona is available at FREIA
from a Vetenskapsr̊adet (VR) grant to purchase tran-
sistors, manufacture a cavity combiner procured by
Swedish industry and assemble a 100 kW prototype.
Commissioning of the prototype is planned for late
2022. Replacement of the spoke power amplifiers with
solid-state power amplifiers is estimated to cost about
1.2 me per unit, for a total of 31.2 me to power the 26
Spoke cavities sections.

4.11.9 Superconducting cryomodule couplers

Given that the average current during the pulse
decreases in the ESSνSB operation mode (for the
H− beam) due to the high-frequency chopping of the
ESSνSB (extraction gap generation), the coupler design
envelope of maximum delivered power is not affected
(∼ 1.1 MW) [123].

Therefore, the only remaining issue is accommodat-
ing the increased duty cycle. The present coupler was
designed to accommodate the 10% duty cycle of the
SPL [124], which is not a hard limit. The 28 Hz option
is thus well within its operating envelope. Increasing
the duty cycle and repetition rate for the 70 Hz scheme
(5× the nominal ESS value of 14 Hz), the duty cycle

123



Eur. Phys. J. Spec. Top. (2022) 231:3779–3955 3817

increases further; whether or not this can be accommo-
dated needs to be verified.

The conditioning of the couplers is done at CEA for
repetition rates of up to 48 Hz (limitations of the power
source did not permit going to higher repetition rates),
but at shorter pulse lengths due to the absence of beam
which creates standing waves (reflection) at the cou-
pler [125, 126].

The hard limit here is the electrical breakdown on
peak power, and these coupler have a wide margin
for average-power dissipation capabilities. The exter-
nal conductor is gas cooled and the internal antenna is
water cooled. There is also the possibility to cool the
ceramic window, but at the ESS duty cycle, this is not
necessary, and the circuit is not connected to the water
manifolds. However, for the higher duty cycles, it may
be necessary to bring the water cooling to the ceramic
window.

4.12 Cryogenic systems

The total cryogenic load for nominal operation is two-
thirds static load and one-third dynamic load. If the
dynamic load is doubled (from ESSνSB’s H− beam),
then the total load increases by one-third. The nominal
ESS cryogenic plant has capacity to cover the needs of
additional cryomodules in the linac’s contingency space;
these are the cryomodules needed to bring both the
proton and H− beams to 2.5 GeV. A 30% overhead
margin is also included in the design to account for
unforeseen cryogenic losses (e.g., badly performing RF
cavities)

In total, the ESS cryogenics design already includes
an extra capacity of 63% (including the contingency
space and overhead margin) which is expected to ade-
quately accommodate the extra 33% heat load gener-
ated by doubling the dynamic load.

Dynamic heat comes largely from heat that must be
collected from the accelerating cavities and is directly
related to the quality factor of those elements. If the
quality factor does not degrade beyond nominal when
the cavities are assembled into cryomodules—a fact
that is considered unlikely—then the present cryogenic
plant should be able to meet the cooling needs of the
upgraded ESS linac.

In terms of impact on operations: the installation
of new cryogenic distribution lines in the high-energy
part of the linac can only be done when the machine
is stopped. The primary cost for this upgrade, then, is
the new cryogenic distribution lines for the high-energy
area in the accelerator tunnel.

Despite the estimate that existing cryogenic plant can
accommodate the linac upgrade, the cooling needs of
the of newly constructed ESSνSB facilities (the L2R,
accumulator, horns, and target) may also deplete a con-
siderable percentage of the cooling capacity overhead.
This may result in relatively tight margins, which can
impact overall availability of the facility.

4.12.1 Diagnostics

Beam current monitors (BCM) The beam current
monotor (BCM) sensors—that is, the AC current-
transformers (ACCTs)—including their analogue front-
end/back-end electronics—work equally well with pos-
itively and negatively charged particles. The existing
BCM system has already successfully measured sub-
mA proton beams with pulse lengths as short as 1µs.
However, with such short pulses, the ACCT bandwidth
limitation (i.e., 1 mHz) becomes visible in the rise–fall
times of the measured beam pulse.

The linac upgrade will put new requirements on
the BCM, primarily due to the combined proton and
H− pulses, with the H− pulses being as short as 1µs
and their separation being as small as 0.75 ms. The
effect of the BCM bandwidth limitation and droop
rate on measuring a combined proton/H− beam and
new timing requirements will require more detailed
study. Considering the new linac layout, this may even
require customised ACCT sensors with a better com-
promise between the bandwidth and droop rate, par-
ticularly on the sections that simultaneously acceler-
ate proton and H− pulses. Similarly, the existing BCM
firmware/software, including the machine protection
functions, will need to be modified and tested and ver-
ified. This is where most of the required effort is likely
to be necessary.

Further scopes The following topics must also be re-
evaluated for the ESSνSB linac upgrade:

• Additional systems for the new H− ion source and
LEBT sections, including new LEBT chopper and
upgraded MEBT chopper.

• Laser-based instrumentation, transverse and longitu-
dinal (mode-locked). Laser-wires typically measure a
1D beam profile and/or 2D transverse emittance from
the products of photo-detached ions as a laser beam
is scanned across the H− beam [127].

• Addition of beam-in-gap measurement if needed.
This could be a function of the laser-based instru-
mentation.

• Additional collimation and associated instrumenta-
tion as needed.

• Additional instrumentation to support the new cryo-
modules, particularly BLMs

• Replacement of analogue front ends for systems that
must resolve the extraction gap

• Upgrade of data acquisition and protection func-
tions consistent with the increases of the repeti-
tion rate, data rate, and beam power. Two classes
of upgrades: firmware/software alone and replace-
ment/modification of electronics.

• Power deposition assessment and signal estimation
for beam-intercepting devices, particularly in cases
where atomic electrons or H0 are stopped. Modifi-
cation to these devices as required, such as different
beam-intercepting materials.
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• Upgraded instrumentation to accommodate any spe-
cial studies/tuning beam modes. Ring injection and
accumulation may benefit from unusual chopping
configurations.

4.13 Operations and installation

4.13.1 Upgraded LEBT

For the H− beam, all new components will be needed
upstream of the second solenoid. All LEBT components
upstream of this point will have to be either newly
installed and commissioned or reinstalled or recommis-
sioned. To minimise the risk of impact on nominal ESS
neutron production, the elements required for accelerat-
ing protons along the nominal linac towards the neutron
source must be prioritised.

4.13.2 RFQ upgrade

As discussed previously, an upgraded RFQ must be
designed and procured, since the duty cycle to deliver
the two beams will increase by at least a factor of two
(up to a minimum of 8%)—the maximum duty cycle
(due to cooling) is currently at 5%. This new RFQ will
have to be installed, conditioned, and commissioned.
To mitigate the risks of affecting nominal ESS neutron
production, the main conditioning could be done inside
a test-stand bunker before the swap of the RFQs.

4.13.3 MEBT upgrade

The current MEBT may need replacement of bunch-
ers and new pulsing quadrupoles; and it will certainly
require a higher frequency chopper. Simulations and
tests are required to prove that the rest of the compo-
nents in this section will withstand the increased duty
cycle. The worst-case scenario would be that a more
substantial number of the MEBT components have to
be replaced.

4.13.4 Upgraded DTL tanks

The DTL tanks are rated for a maximum duty cycle
of 10%, which indicates that they will withstand the
increased duty cycle. However, simulations and testing
will have to be done to demonstrate this, and there
are concerns that the considerable increase in deposited
heat may be exceed the present cooling capacity. In the
worst-case scenario, tests and simulations results would
show that the DTL tanks could not withstand the
increased duty cycle and that replacements are needed
for all 5 tanks.

4.13.5 Upgraded modulator capacitors

As detailed previously, the modulator capacitors for the
nominal ESS linac are each rated for a peak power of

11.5 MW and average power 660 kVA. Since the peak
power does not increase, only the capacitor chargers of
the modulators need to be upgraded to deliver power
at an increased repetition rate.

4.13.6 Upgraded cooling systems

The cryogenic distribution system is expected to be able
to handle the additional cooling to the upgraded cou-
plers and the additional 8 HBL cryomodules. However,
these expansion activities result in some risks of affect-
ing the neutron production program, since warm-ups
and cooldowns take time, potential leaks may have to
be fixed, along with other minor concerns.

The doubling in average power requires modifications
of the skids (as discussed in Deliverable 2.1 [52]), which
is thus also included in the suggested timeline.

4.13.7 Upgraded superconducting Linac

The cryomodule (CM) couplers may have to be
upgraded due to insufficient cooling. Replacing the
couplers at ESS would require the establishing of a
clean room (preferably near Test Stand #2, where site
acceptance tests are currently performed on procured
cryomodules). Furthermore, simulations and tests are
required to prove that the spoke, medium-beta (MB),
and high-beta (HB) cryomodules will withstand the
increased duty cycle after the coupler upgrades. The
steerer magnets also have to be upgraded to pulsed
steerer magnets, and within the High Energy Beam
Transport (HEBT) section, eight new HB cryomodules
must be installed for the energy upgrade from 2.0 to
2.5 GeV.

4.13.8 Installation windows

As presented in [128], a possible ESSνSB schedule is as
follows:

• 2021: End of ESSνSB Conceptual Design Study,
CDR, and preliminary costing

• 2022–2024: Preparatory Phase, TDR
• 2025–2026: Preconstruction Phase, International

Agreement
• 2027–2034: Construction of the facility and detectors,

including commissioning.

The operational challenges would begin with the con-
struction and installations of the linac upgrade. In the
report [129], for 2028 and onwards, the schedule for nor-
mal operations of the neutron source includes two long
shutdowns per year:

• Winter (ca 8.9 weeks)
• Summer (ca 8.1 weeks).

This amounts to a total of 17 weeks of shutdowns per
year. This condition is projected to apply for the year
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2027; for the present planning study, these windows are
extended through the entire construction phase.

To mitigate the risks with swapping the RFQ, it is
highly beneficial to properly condition it within a test-
stand bunker beforehand. Due to the limited time con-
straints, and since eight new HB cryomodules are to
be ordered and installed, this (or another) test-stand
bunker can and is assumed to be used for conditioning
the CMs before installations in the tunnel. Following
such a procedure should allow for a smoother integra-
tion into the linac.

Schedule prototype
To address the contingency of having to upgrade all

CM couplers, a procedure is considered, such that 3–5
CMs are swapped during multiple shutdown periods
(winters and summers, [129]). The estimated time has
been determined by constructing a prototype procedure
for the CM swaps, as shown in Fig. 37.

For this schedule prototype, the colour-coding of the
different activities is defined in terms of risk for affecting
the neutron-production program:

• Red = High (or very high) risk of a serious negative
impact

• Yellow = Medium risk of a moderate negative impact
• Green = Low risk.

By these definitions, attempting to swap 5 CMs during
a single shutdown period is a high-risk activity, while a
3–4 CM swap is a medium-risk activity. To mitigate the
potential negative impact on neutron production, fewer
high-risk activities are preferred over fast completion of
the linac upgrade. An attempt at solving this planning
challenge can be seen in Fig. 38.

As can be seen in Fig. 38, the CM coupler upgrade
plan shows a possible solution and is used in the ini-
tial schedule prototype, attached in Fig. 39. Note that
activities in the NCL/SCL areas during Autumn and
Spring may also be planned during any downtime of
the machine which may occur (e.g., for machine stud-
ies, or maintenance).

It becomes evident that, during the ESSνSB upgrade
of the ESS linac, seven shutdown periods involve a high
risk of impacting nominal neutron production.

4.13.9 Analysis of the timeline prototype

From further assessment, it can be concluded that the
tasks with the highest risk—and the most challenging
from an operations point of view—are those involving a
vital system or component which has to be reinstalled,
reconditioned, and/or recommissioned.

One such system is the RFQ. The current RFQ has
to be disconnected from all electrical wiring, network
cables, water cooling, etc., and the new RFQ must then
be integrated into the linac (including installations, re-
conditioning, and commissioning with beam); this must
all be accomplished during a time window of less than
9 weeks, as per Fig. 38. It is assumed, as mentioned
above, that the main conditioning of the RFQ has taken

place inside a test-stand bunker, and is completed prior
to its installation and integration into the linac.

The nominal RFQ conditioning was conducted in
June 2021, reaching nominal conditions in roughly
5 weeks. Hence, as this section is a vital part of the
ESS linac to obtain neutron production, this activity
can be considered as having the highest risk of affect-
ing the ESS neutron production program negatively.

Another section vital for neutron production is the
LEBT, of which all components upstream of the second
solenoid must be replaced, along with the installation of
a new switch dipole magnet for merging the proton and
H− beams from the two ion sources. This will require
a new support platform. As can be seen in Fig. 39,
its suggested installation period is during the winter
shutdown 2029–2030. This activity carries a high risk,
since this section is required by the linac for neutron
production.

Using the left-hand layout of Fig. 6, the proton ion
source must be moved and realigned from the down-
stream beam axis at a 30◦ angle. For this approach, the
realignment has to be done during the LEBT upgrade,
which includes the installation of the switch dipole.
This installation has a very high risk of causing a neg-
ative impact on the neutron production, as the LEBT
section’s systems are partially replaced with new sys-
tems needing to be properly integrated and recommis-
sioned. As a mitigation effort, scheduling this high-risk
action at the same time as the installation of the first
2 HEBT cryomodules can reduce the total number of
high-risk periods.

4.14 Safety

The ESS is a complex facility where several hazards
might occur. These hazards include radioactive hazards
as well as non-radioactive hazards. Although ESS is not
defined as a nuclear facility according to Swedish regu-
lations, ESS emphasises the objective of setting radia-
tion shielding and safety as a main priority for all phases
of the project: from design, through construction and
operation, to decommissioning. This should be no dif-
ferent with the ESSνSB project.

When starting the operation of ESS, there will be
no significant radioactive inventory. During operation,
penetrating fast neutrons are generated in the target
and by proton beam losses in the accelerator. The main
inventory of nuclides will be in the target, and thus, it
is in the target station where most radioactivity will
be generated. This means that the main hazards arise
from radioactive sources. However, other hazards, here
termed non-radiation hazards, must be addressed as
well. Examples are hazards originating from cryogenics,
high-voltage, electromagnetic fields, heavy equipment,
working at high elevation, transports, etc. Thus, to pro-
tect the ESS staff, the public, and the environment, it is
necessary that ESS states and defines specific General
Safety Objectives (GSO). The GSO will serve as a guid-
ing document at ESS, giving necessary input of how to
design the ESS facility. Many of the work already done
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Fig. 37 A swap procedure considered for each cryomodule during an ESS neutron program shutdown period (8–9 weeks
each)

for the ESS proton linac in developing the GSO will
have to be revisited or done for part of the ESSνSB
upgrade.

At the time when the linac upgrade for the ESSνSB
project starts, many of the procedures and internal
safety regulations at ESS will be well established. How-
ever, the power upgrade in the linac, which will be dou-
bled from 5 to 10 MW, will have to re-addressed. Radi-
ation regarding neutrons generated from losses (com-
ing from H− losses and stripping) must be evaluated to
guarantee staff and public safety, but also non-radiation
hazards will have to be studied. It import to stress that
all cavities will operate at a doubled duty cycle (for
the baseline ESSνSB H− pulsing scheme) and thus the
effects from X-rays coming from the electromagnetic
fields have to be reviewed. The same in-depth analysis
will have to be performed for the transport lines and
accumulator as well.

With extensive competence developed in this area,
given the experience with the spallation source, ESS
should have sufficient expertise on hand to aid the

ESSνSB project to address such safety issues in due
time [130].

4.15 Summary

The unprecedented power of the ESS linac set the impe-
tus to investigate the feasibility of increasing its duty
cycle to be the driver for a neutrino oscillation exper-
iment. The target and horn requirements put a limit
on the final pulse length, which is obtainable only by
adding an accumulator between the linac and the tar-
get. For improved injection to such an accumulator,
the H− beam is accelerated in the linac and through
a charge-exchange system—in the subsequent injection
stage, the ring already contains circulating ions. This
process entails the addition of an H− ion source to
the facility; the specifics have been presented on how
and where the beam from this additional ion source is
merged with the proton beam of the ESS linac. The
acceleration of negatively charged ions in the same lat-
tice that is used for the acceleration and transport of
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Fig. 38 A visual outline for scheduling the CM coupler upgrades during the ESS neutron production program and its
shutdown periods. This plan takes as few high-risk activities as possible, but remains within the ESSνSB upgrade timeline

positively charged protons was simulated and no pro-
hibitive issues were found. The losses specific to H−

were studied in detail; it was found that these losses are
within acceptable limits (additional mitigating actions
to further reduce the losses were also proposed).

The baseline pulse structure was established to be 14
× 4 batches of 650 µs with a gap of 100 µs between
batches, leaving the 2.86 ms proton pulses for the nom-
inal ESS neutron production interleaved with 2.9 ms
H− pulses of 62.5 mA peak current. Increasing the pulse
length to 3.5 ms would even allow for a reduction to the
peak current to 50 mA, reducing the H− specific losses
even further. This depends on the possibility of increas-
ing the RF pulses to 4 ms. Generating the RF at 28 Hz
requires modifications in the power chain from the grid
to the cavity, the major components in this chain were
studied and solutions were presented whenever a change
was needed, and the capability of the components which
could operate at increased duty cycle were also dis-
cussed. Finally, the preliminary schedule for the instal-
lation and modification of components, compatible with
the ESS’s neutron programme, were presented.

5 Accumulator ring

The purpose of the ESSνSB accumulator is to trans-
form long pulses of H− ions, delivered by the ESS linac,
into very short and intense pulses of protons through
multi-turn injection and single-turn extraction. A long
transfer line brings the H− ions from the end of the

linac to the injection point of the ring. This transfer line
is described in the previous section. A second transfer
line brings the compressed pulses from the ring extrac-
tion point to the beam switchyard where they are dis-
tributed over the four targets. The ring and transfer
lines together constitute 900 m of new beam line which
has been designed with strict requirements on beam
loss control [131]. In addition, this section includes a
short discussion on the possibilities of using ESSnuSB
accelerator complex to produce short neutron pulses for
material science.

5.1 Accumulator ring lattice and optics

The lattice for the ESSνSB accumulator ring has been
developed based on the following main requirements:

1. The circumference of the ring must be such that the
duration of the extracted beam pulse is less than
1.5µs, to comply with the requirements of the neu-
trino horns that determine the final shape of the
neutrino super-beam. For a proton beam with a
kinetic energy of 2.5 GeV, this means a ring cir-
cumference of less than 433 m.

2. The ring, the associated transfer lines, and the
beam switchyard must fit physically within the
perimeter of the ESS site.

3. The ring must be able to store 2.23×1014 particles
per filling at a beam energy of 2.5 GeV, with an
uncontrolled beam loss below 1 W/m to minimise
activation of the accelerator equipment.
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Fig. 39 The first suggested timeline for the installations, aimed at mitigating the operational challenges arising from the
required linac upgrade
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Table 8 A comparison
with other machines of ring
and beam parameters

ESSνSB PSB SNS J-PARC RCS

Ring circumference 384 m 157 m 248 m 348 m

Beam energy at injection 2.5 GeV 160 MeV 1.0 GeV 400 MeV

Beam energy at extraction 2.5 GeV 2.0 GeV 1.0 GeV 3.0 GeV

Number of injected particles 2.3e14 1.6E13 1.5E14 8.3E13

Number of stored bunches per ring 1 1 1 1

Repetition rate 4 × 14 Hz 1 Hz 60 Hz 25 Hz

Average beam power 5 MW 1.4 MW 1.0 MW

Fig. 40 The layout of the
accumulator ring used to
adjust the pulse length of
the proton beam. The
legend indicates the
different beam optical
elements used in the design.
Two opposing positions of
the ring are used for the
injection and extraction of
the beam, while the
remaining two sides are
used for collimation and RF
(see text for more
information)
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The ring has similarities in terms of size and beam
parameters to existing machines in operation, namely,
the Proton Synchrotron Booster (PSB) at CERN [132,
133], the Rapid Cycling Synchrotron (RCS) at the
China Spallation Neutron Source (CSNS) [134], the
SNS accumulator ring [135], and the RCS at the J-
PARC which provides beam to the Material and Life
Science Experimental Facility (MLF) [136]. Table 8 lists
selected parameters of comparable rings as a compari-
son to the ESSνSB accumulator ring.

The SNS accumulator has the most similarities,
because it serves as an accumulator only, whereas
the other rings are synchrotrons which increase the

beam energy before extraction. The number of parti-
cles stored in each fill is slightly reduced for present
SNS operation, but with the planned proton power
upgrade [137], the bunch intensity will be similar to
that of ESSνSB. Nevertheless, the target average beam
power for ESSνSB is much higher; this is possible,
because each linac pulse is split into four batches, as
illustrated in Fig. 4. In addition, the ESSνSB beam
energy is higher, which results in fewer issues from
space-charge forces.

The overall layout of the accumulator is designed
with four relatively short arcs connected by longer
straight sections, taking the SNS accumulator as a basis
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Fig. 41 Optical β-functions and the horizontal dispersion
Dx in one FODO cell

(see Fig. 40). This layout offers ample space in the
straight sections for all necessary equipment, such as
the injection and extraction system, RF systems for
longitudinal beam control, and a collimation system for
managing controlled beam loss. The fourfold symmetry
makes it possible to suppress systematic resonances, but
not as efficiently as with the 16-fold symmetry of the
PSB, where the beam is stored for a much longer dura-
tion.

The arcs contain four focusing-defocusing (FODO)
cells, each with two dipole magnets and with the dipole
magnet centred between two quadrupole magnets. The
number and length of the dipole magnets have been
chosen to reach the desired bending radius with a mod-
erate magnetic field strength of 1.3 T.

The advantage of an FODO structure versus, for
example, a quadrupole triplet structure, or a double-
bend achromat, is that it provides a smoothly varying
optical β-function both in the horizontal plane and the
vertical plane. In addition, a FODO structure allows all
the quadrupole magnets to be manufactured with iden-
tical configuration, and be driven by a limited number
of power supply units, which makes construction and
operation less costly.

The focusing strength of the FODO quadrupoles is
chosen to provide a 2π phase advance in the horizontal
plane and a vertical phase advance near 2π. This closes
the dispersion generated in the horizontal plane by the
dipole magnets, which means that the straight sections
connecting the arcs are dispersion free. Figure 41 shows
the optical β-function in the horizontal and vertical
planes, together with the horizontal dispersion function
Dx, in one of the FODO cells. See Table 9 for a selection
of lattice parameters in the ring.

Figure 42 shows the beta functions for both trans-
verse planes in the full ring. The optical functions
exhibit a fourfold symmetry, with only small variations
from sector to sector. This symmetry is crucial for sup-
pressing structural resonances.

Additional “trim” coils on the quadrupole magnets
can be used to restore the designed super-periodicity,
in the case of manufacturing and alignment errors, etc.

This scheme is implemented at SNS [138] and will be
considered also for ESSνSB.

Table 9 Overall parameters of the accumulator ring lattice
and beam

Parameter Symbol Value Unit

Ring circumference L 384 m

Arc length 40 m

Length of straight
section

56 m

Relativistic Lorentz
factor

γr 3.664

Transition Lorentz
factor

γt 5.825

Relativistic speed β 0.962 c

Revolution time 1.331 µs

Magnetic rigidity |Bρ| 11.03 Tm

Tune, horizontal Qx 8.24

Tune, vertical Qy 8.31

Chromaticity,
horizontal

ξx − 11.1

Chromaticity,
vertical

ξy − 12.5

Momentum
compaction factor

α 0.0295

Phase slip factor η − 0.0450

Maximum horizontal
beta

28.5 m

Minimum horizontal
beta

2.85 m

Average horizontal
beta

< βx > 10.8 m

Maximum vertical
beta

36.4 m

Minimum vertical
beta

2.74 m

Average vertical beta < βy > 11.4 m

Maximum horizontal
dispersion

4.879 m

Number of FODO
cells per arc

4

Phase advance per
FODO cell,
horizontal

0.25 π

Phase advance per
FODO cell, vertical

0.267 π

Bending radius of arc
dipole

8.48 m

Magnetic field
strength in arc
dipole

1.301 T

Length of arc dipole 1.666 m
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Table 9 (continued)

Parameter Symbol Value Unit

Number of dipoles
per arc

8

Length of arc
quadrupoles

0.7 m

Number of
quadrupoles per arc

8

By adding five short sextupole magnets to each arc
section, the natural chromaticity can be fully corrected
using limited sextupole strength (∼ 2T/m2). Correct-
ing the chromaticity may turn out to be important if the
beam energy spread is large, since an uncorrected chro-
maticity would yield a chromatic tune spread propor-
tional to the chromaticity and the momentum spread.
Considering the limited sextupole magnet strength, the
dynamic aperture is not expected to be reduced dra-
matically. In the SNS accumulator, sextupole magnets
are never used during normal operation despite the
significantly larger beam energy spread [139]. So far,
the study has not revealed a need for using the sex-
tupole magnets in the ESSνSB accumulator, but they
are included in the final design nonetheless, to be adapt-
able to future changes of the conditions.

5.2 Injection

Also the lattice in the injection region is inspired by
the SNS accumulator ring [135], which has had success
in their high-power beam accumulation with charge-
exchange injection and H− stripping using a foil. Fur-
thermore, there are advanced experimental activities on
using laser-assisted stripping currently performed at the
SNS [140–142]. If the efforts are successful, it would be
beneficial if also the laser stripping setup can be rela-
tively easily adapted to the ESSνSB accumulator ring.

In the injection region, there are four dipole magnets,
two on each side of the centre, which are used to create
a permanent orbit bump. This bump brings the ideal
orbit of the circulating beam closer to the point where
the incoming beam is injected. This layout facilitates
the merging of the two beams. Inside the orbit bump,
the dispersion is non-zero (as opposed to elsewhere in
any of the straight sections). The configuration of the
permanent orbit bump is illustrated in Fig. 43, as seen
from the top of the accumulator. The red rectangles
in the centre of the bottom figure mark the position
and length of the dipoles forming the permanent orbit
bump depicted in the top graph. The stripping of the
H− ions will take place near the peak of the permanent
orbit bump.

The injection region contains four fast kicker dipole
magnets that generate an orbit bump in addition to the
permanent orbit bump. These kickers are represented
by the pink and blue rectangles before and after the
constant field dipoles in Fig. 43. The amplitude of this

Fig. 42 Optical β-functions throughout the ring
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Fig. 43 The permanent orbit bump (upper), to facilitate
injection, formed by four dipole magnets marked as red
boxes in the lower frame. Four fast kicker magnets in each
plane are used to generate a varying orbit bump additional
to the permanent one

additional bump will vary during the injection, so that
the injected beam, which has a very small emittance,
fills the larger phase space in the ring, through so-called
phase-space painting.

The phase-space painting has been optimised with
two main goals:

• To form a beam distribution which minimises the
effects of space charge.

• To minimise the number of times that an already
circulating particle traverses the stripper foil. Ideally,
each particle only crosses the foil at injection and
never after it has already been stripped, due to the
fact that each foil crossing leads to a heat deposition,
and to scattering, in the foil. Since this is not feasible
in practice, it becomes important to minimise the foil
hits by varying how the bump changes with time.

An extensive study of different painting procedures was
made as part of the ring design. There are two classes
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of phase-space painting: correlated painting and anti-
correlated painting. In correlated painting, the circulat-
ing beam is moved with respect to the injection point
in the same direction in the horizontal plane as in the
vertical plane. Normally, this means starting close to
the injection point and gradually moving away, both
horizontally and vertically, as the injection proceeds.
This produces a beam which resembles a square in real
space.

In anti-correlated painting, the beam is moved in
opposite directions. In the ESSνSB case, the closed
orbit and therefore the circulating beam starts close to
the injection point in the horizontal plane and gradually
moves away, while the beam approaches the injection
point in the vertical plane. This process yields a round
beam. Since a round beam is desirable when the beam
hits the target, anti-correlated painting was selected for
the ESSνSB injection. The disadvantage is that this
scheme, as a general rule, results in twice as many
stray foil hits as correlated pointing; this occurs, since
there are more circulating particles when the beam
approaches the foil in the vertical plane.

The way the injection bump amplitude varies with
time during injection will affect the final beam distri-
bution, as well as the space charge forces during the
injection. The aim has been to generate a final distri-
bution that is as flat as possible, both because it leads
to fewer space charge issues at the end of injection, but
also because a flat distribution has advantages in terms
of the thermal response of the target. However, since
a beam will not circulate in the ring for more than a
few turns after a filling, it would be interesting to, in
the future, investigate the effect of having a painting
procedure that instead minimises space charge effects
during injection.

5.2.1 Numerical simulations

Multi-particle simulations have been performed with
the Particle-In-Cell (PIC) code PyORBIT [143] and
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Fig. 44 Example of a 10 mm orbit bump generated by the
injection kicker magnets illustrated in Fig. 43

external PTC libraries [144] to evaluate the injection
procedure. In this simulation framework, the magnetic
lattice is represented by a so-called flat file in which
all elements are split into a given number of slices.
The slices are associated with computation nodes where
mathematical operations are applied. The beam is rep-
resented by macro-particles, and these macro-particles
are transported through the lattice slice by slice. Space
charge effects are computed at every node with a sliced
2D (two-dimensional) model, also referred to as 2.5D
model, in which the beam is sliced in the longitudinal
direction. For each slice, the projected transverse distri-
bution is placed over a grid to calculate the space charge
forces using the Fast Fourier Transform (FFT). These
forces are then scaled according to the longitudinal line
density of the slice. Finally, the force is translated to a
kick given to each grid unit, before the beam is propa-
gated to the next node. An overall aperture 200 mm is
applied to the ring to handle lost particles. This aper-
ture is also used in the calculation of indirect space
charge, i.e., space charge induced by mirror charges in
the vacuum chamber.

The number of lattice nodes, macro-particles, and
space charge grid bins are optimised in a contingency
study, to find the optimum level where the accuracy as
well as the simulation CPU time are satisfactory.

The simulation of the whole injection is made by set-
ting the strength of a given set of magnets on a turn-by-
turn basis. In this way, the amplitude of the closed-orbit
bump can be controlled with respect to the injection
point. The location and dimensions of a stripper foil is
defined and every particle crossing through the foil is
registered. Particle scattering from the interaction with
the foil is included through a model including multi-
Coulomb scattering, elastic and inelastic nuclear scat-
tering. No significant halo formation has been observed
due to foil scattering.

Figure 44 shows the displacement of the orbit trajec-
tory in the injection region when the fast kicker magnets
are powered. In this example, the amplitude of the orbit
bump is set to +10 mm at the middle point, although an
amplitude of at least ±50 mm can be reached with the
present design. The horizontal and vertical amplitudes
can be set independently of each other, which provides
excellent flexibility. The fast orbit bump is local, which
implies that the beam trajectory outside of the injection
region remains unaffected when the bump is activated.

Both correlated and anti-correlated painting have
been successfully tested. Figure 45 shows six examples
of how the amplitude of the fast orbit bump changes
along the injection in both transverse planes. Both cor-
related and anti-correlated painting are shown. These
orbit-bump functions, ranging from a slow, linear func-
tion to a more rapid exponential dependence, have been
used to optimise the final beam distribution, which are
depicted in Fig. 46.

An example of the rectangular beam shape resulting
from correlated painting is shown in Fig. 47. This par-
ticular distribution has been produced using the orbit
bump function in Case #4. The difference in particle
density when space charge is activated or ignored in
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Fig. 45 The closed-orbit bump amplitude as a function of time during the injection. Six different functions are shown,
ranging from a linear slope to a more dramatic exponential slope

the simulations is very small, which indicates that the
painting process fulfils its purpose.

Since a round beam is optimal for the target, anti-
correlated painting is the preferred option. Figure 48
shows the transverse distribution in horizontal and ver-
tical phase space as well as in real space, when the orbit
bump function denoted Case #4 is used in the anti-
correlated configuration. This is the procedure that best
meets the requirements targeted in the optimisation of
the injection process: a uniform transverse beam distri-
bution, an elliptical beam shape, and minimised num-
ber of stray foil hits.

The resulting transverse beam emittance is illus-
trated in Fig. 49, together with the corresponding tune
diagram. In this case, 100% of the simulated particles
are contained in a geometrical emittance of about 70π
mm mrad, and with a tune spread well below 0.05.
These results assume an incoming beam energy spread
of the order of 0.02% which is the same as at the end
of the linac.

5.2.2 H− stripping

The painting process has been optimised for injec-
tion with foil stripping. Limiting the thermal load

on the stripper foil is a focus—and one of the main
challenges—of the accumulator ring design and oper-
ation [145]. The painting is strongly affected by this
challenge, in the sense that the thermal load on the
stripper foil sets a limit for how small the transverse
emittance can be. Painting to a small emittance implies
that the circulating beam travels closer to the injected
beam, which results in more unwanted foil crossings and
a higher peak temperature in the foil.

The thermal load on the stripper foil has been esti-
mated by (1) registering all the foil hits in the numerical
simulation of the injection; (2) translating each foil hit
to an energy deposition; (3) calculating the tempera-
ture in the foil as a function of time with a tempera-
ture model which includes blackbody radiation as only
cooling mechanism. The model has been bench marked
with a similar model used at SNS, a model which in
turn has been compared with measurements [146, 147].
A carbon foil with emissivity 0.8 has been assumed in
the study.

Figure 50 shows the energy density in a carbon foil
of density 500µg/cm2, corresponding to 99% stripping
efficiency [148, 149], after the injection of one batch.
In the left plot, the injected beam has the same beta
function βi as the circulating beam, βm, at the point of
injection. In this case, the peak temperature is at the
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Fig. 46 The particle density distribution in horizontal (top row) and vertical (bottom row) phase space resulting from
anti-correlated painting with three selected cases of the orbit bump functions, shown in Fig. 45. The distribution goes from
under-painted (case #1, left), where the particle density is very high in the centre, to over-painted (right, case #6), with a
underpopulated core. The best case (middle, case #4) gives the most uniform beam distributions

Fig. 47 The particle distribution (left) and the particle density distribution (right) when correlated painting is used

centre of the stripper foil, which implies that the peak
temperature cannot be reduced by further optimising
the painting. In the plot to the right, the beam size of
the injected beam has been increased, so that βi = 2βm

which results in an energy density which is spread over
a larger part of the foil. Note that also the foil size has
been slightly increased to make sure that all injected
H− ions are stripped. Through this measure, the peak
energy density per batch is decreased by about 30%.

The peak temperature can be further reduced by
increasing the effective foil surface area. A prelimi-
nary investigation indicates that by replacing the sin-
gle foil of density 500µg/cm2 with four foils of density
125 µg/cm2 the peak temperature in the steady-state
mode can be reduced by almost 800◦. This assumes
a comparable total stripping efficiency for 500µg/cm2

and 4 × 125 µg/cm2, which must be confirmed, in par-
ticular, since accurate models of H0 stripping have not
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Fig. 48 The particle density distribution in horizontal phase space (left), vertical phase space (middle), and real space
(right) resulting from anti-correlated painting with the orbit bump function in case #4, see Fig. 45

Fig. 49 Transverse beam
emittance εT with and
without space charge (left)
and the corresponding tune
diagram (right). The plot to
the left shows the fraction
of the beam that is
contained within a specific
beam emittance. When
space charge is considered,
the 100% beam emittance is
roughly 70π mm mrad and
the tune spread is less than
0.05

Fig. 50 Particle density distribution in the stripper foil using matched injection (left) and mismatched injection (right)
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Fig. 51 Peak foil
temperature as a function
of time following several
injected pulses. With
mismatched injection and
four sequential stripper
foils, the peak temperature
stays below 2000 K

been identified in this study. In addition, a detailed
study of the placing of these sequential stripper foils, so
that the blackbody radiation and/or the convoy elec-
tron emitted by the first one is not absorbed by the
second, etc, will be required.

Figure 51 shows the full result of the injection optimi-
sation, from a careful choice of painting scheme, to mis-
matched injection and having several thin foils placed
after each other. The steady-state peak temperature
is reached within a couple of pulses and stays around
1900 K, almost 100 K below the target value of 2000 K
at which temperature the sublimation rate of carbon
becomes unreasonably high [145].

The conclusion of the painting optimisation study
is that 60π mm mrad is the minimum emittance that
can be tolerated with foil stripping. By carefully set-
ting up the injection painting, choosing the adequate
mismatch parameter, and using sequential thin strip-
per foils instead of a single thicker foil, the steady-state
peak temperature in the foil can be kept below 2000 K.

If, at a later stage, laser stripping can be employed
in the ESSνSB accumulator ring, the situation changes.
Laser stripping requires a different optical setup, where
the H− beam is squeezed in one dimension to create suf-
ficient overlap with the laser beam [140]. In this case,
the circulating proton beam is not a threat to the strip-
ping procedure, and a smaller emittance is desirable,
since it directly affects the required aperture, and, in
turn, the cost of vacuum chambers and magnets.

To this end, the painting process was further modi-
fied to generate a beam with successively smaller emit-
tance. At 40π mm mrad in both planes, the tune shift
is of the order of 0.1, and negligible halo formation is
observed. Even if the beam is painted to an even smaller
phase-space area, the final vertical emittance does not
decrease further; it instead remains near 40π mm mrad,
while the horizontal emittance can reach 25π mm mrad.
Halo formation is observed in this case. Although the
painting process can be further optimised for smaller

emittance, it may be the case that space charge forces
set a lower limit on the achievable emittance to 40π
mm mrad.

5.3 Longitudinal dynamics and radiofrequency
cavities

Single-turn extraction requires a beam-free gap of at
least 100 ns. Injecting a coasting beam and adiabati-
cally forming such an extraction gap within the ring has
proven unfeasible, due to the fact that both the momen-
tum spread and the phase slip factor are small, which
makes the beam quite stiff. Such a process would then
take thousands of turns [150] rendering it incompati-
ble with the 100µs batch-to-batch distance. Instead,
a 10% beam gap (i.e., 133 ns) is formed by chopping
in the early stages of the linac (see Sect. 4.2) at a fre-
quency corresponding to the revolution frequency in the
ring. While the beam is accumulated in the ring, this
gap must not shrink below 100 ns—something that can
only be guaranteed by the use of RF cavities. These
RF cavities will be accommodated in the last straight
section in the ring, see Fig. 40.

Conventionally, dual-harmonic cavities are used for
this kind of application [135], since they offer a large
energy acceptance and effective beam-gap preserva-
tion. The cavity voltage is specified to guarantee a
clean extraction gap while limiting the induced energy
spread.

As an alternative, barrier RF systems [151] have
become increasingly popular for bunch manipulations
in rings and synchrotrons. The barrier RF system
utilises a waveform which leaves the centre of the beam
unaffected. Only the head and the tail of the bunch are
forced back towards the core as the beam traverses the
cavity. Figure 52 shows an example of the RF voltage
waveforms in the two cases.
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Fig. 53 The beam energy distribution before accumulation

Three cavities of 1 m length each have been included
in the ring lattice for simulation purposes, and the
two different types of RF cavities described above have
been studied through multi-particle simulations using
PyORBIT [143] and external PTC libraries [144]. Two
separate initial conditions have been considered. The
first is when the beam energy spread is controlled in the
linac-to-ring transfer line, so that the energy spread of
the incoming beam is similar to that at the end of the
linac. This option requires additional RF cavities at the
end of the transfer line, as described in Sect. 4.8. The
second situation is when the energy spread is allowed to
grow along the transfer line, due to space charge. The
beam energy profile at the end of the transfer line is
shown in Fig. 53 for these two cases, together with the
energy profile at the end of the linac.

The longitudinal particle distribution at the end of
injection is shown in Fig. 54. When the incoming energy
spread is large (i.e., when there are no cavities in the
transfer line), a voltage of at least 20 kV is needed
to maintain the gap with a barrier RF system. When
the incoming energy spread is controlled through PIMS
cavities in the transfer line, 10 kV is enough to preserve
the gap. Note that only the head and tail of the bunch
are affected by the cavity, so that the induced energy
spread is small.

Having a low spread in beam energy gives the advan-
tage of a small chromatic tune spread, since the chro-
matic tune shift is directly proportional to the energy
deviation of a particle. If the chromatic tune spread is
small enough, correcting the natural chromaticity in the
ring with the use of sextupole magnets may be unnec-
essary. This, in turn, means that the dynamic aperture,
which is generally reduced by the use of sextupole mag-
nets, remains unaffected.

Conversely, having a low energy spread may prove
problematic because of the risk of longitudinal
microwave instabilities. A way of estimating this risk
is through the Keil–Schnell stability criterion [152]
with which it is possible to calculate the longitudinal
impedance threshold for a set of given parameters. It
reads [153, 154]

∣∣∣∣
Z||
n

∣∣∣∣ ≤ F
β2E|η|

qĪ

(
Δp

p

)2

, (5.1)

where F is the form factor, determined by the longitu-
dinal energy distribution, E is the total beam energy,
η is the phase slip factor, Ī is the average beam cur-
rent in the ring, and Δp/p is the momentum spread.
For the current design, the incoming energy spread
would be about 0.2%, at minimum. With |η|= 0.04,
Ī = 27 A (at extraction) and F = 1, the longitudi-
nal impedance threshold is |Z|||= 21Ω for a momen-
tum spread of 0.2%, and 48 Ω if the momentum spread
is 0.3%. Above these values, the beam may become
unstable. The extraction kicker magnets are expected
to be the primary impedance contributor, and it is cru-
cial that the impedance of the ring is estimated in the
technical phase of the project, along with its resulting
effects.

Fig. 54 The longitudinal particle distribution at the end
of injection. If the incoming energy spread is large, i.e., the
case of having no cavities in the transfer line (see Fig. 53),
it takes a barrier RF cavity with a voltage of 20 kV to pre-
serve the extraction gap, the border of which is marked with
the vertical dotted lines. With a reduced incoming spread,
5–10 kV are enough
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5.4 Collimation

In the operation of a high-intensity proton accumulator
such as this, it is of paramount importance to minimise
uncontrolled beam loss to reduce component activation
and to make hands-on maintenance possible. This is
done by designing a collimation system that will be used
for controlled beam loss. In other words, the collimation
system gets rid of beam particles that before they can
damage sensitive equipment elsewhere in the ring.

A two-stage collimation system has been designed for
the ESSνSB accumulator. It consists of a thin scraper
to scatter halo particles, followed by a set of secondary
collimators to absorb those scattered particles. Phase
advances between scraper and secondary collimators,
together with the type, the material, the thickness
of collimators, and the relationship with the physical
acceptance, have been studied in detail and numerical
simulations have been performed to evaluate the per-
formance of the collimation system.

Given that 5 MW of average beam power would
be stored in the ring, the total fractional uncontrolled
beam loss in the ring must be less than 10−4, for which a
collimation system with a collimation efficiency beyond
90% is required, according to experience from similar
accelerators, e.g., SNS [155] and J-PARC [156].

5.4.1 Two-stage collimation system

The two-stage collimation system chosen for the
ESSνSB accumulator includes a thin scraper, which
is the primary collimator that increases the scattering
angle of the beam halo particles. This is followed by
four thick collimators, two in the horizontal plane and
two in the vertical plane; these are the secondary colli-
mators which absorb the scattered beam-halo particles.
The main advantage compared to the traditional single-
stage collimation system is an increase in the impact
parameter of particles hitting the front of the secondary
collimators. This effect can dramatically improve the
collimation efficiency, which is defined as the ratio of
particles lost on the collimators to the total particle
loss in the ring.

The straight section following the injection section
will accommodate the collimation system, see Fig. 40.
To leave enough room for downstream placement of sec-
ondary collimators, the primary collimator is located
before the centre of the straight section, where βx = βy.
Figure 55 shows the lattice function for one lattice
super-period and the location of the primary collima-
tor.

The optimal phase advance between the primary and
the secondary collimator, for maximum interception
efficiency, can be calculated as [157]

μopt = arccos
(

nprim

nsec

)
, (5.2)

where nprim and nsec are half apertures of primary and
secondary collimators normalised to RMS beam size.

Fig. 55 Optical beta functions βx and βy and horizontal
dispersion Dx in one lattice super-period. The blue line at
the top marks the location of the primary collimator

Table 10 A list of the collimator elements and the phase
advance, with respect to the primary collimator, at which
they are located

Collimator type Name Horizontal/vertical phase
advance

Primary
horizontal and
vertical

Prim 0◦/0◦

Secondary
vertical 1

Sec_V1 20◦/38◦

Secondary
horizontal 1

Sec_H1 40◦/96◦

Secondary
vertical 2

Sec_V2 90◦/121◦

Secondary
horizontal 2

Sec_H2 130◦/154◦

For the ESSνSB accumulator, considering the accep-
tance of primary and secondary collimators as 70π
mm mrad and 120π mm mrad, respectively, we have
nprim = 2.35, nsec = 3.07, and the optimal phase
advance from Eq. (5.2) is approximately 40◦. Thus, the
secondary collimators are ideally located at 40◦ and its
complementary location 140◦. Considering the real lat-
tice situation, the phase advances of the secondary col-
limators are listed in Table 10.

5.4.2 Material and thickness of primary collimator

The material choice of the primary collimator normally
follows two rules: (1) small energy loss, and (2) large
multi-Coulomb scattering angle. Figure 56 shows a
comparison of RMS scattering angle along with energy
loss for a 2.5 GeV proton beam interacting with a vari-
ety of materials. After also considering availability, heat
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Fig. 56 RMS scattering angle and energy loss for 2.5 GeV
protons interacting with different materials, each having a
thickness of 10 g/cm2

Fig. 57 RMS scattering angle and energy loss for 2.5 GeV
protons interacting with different thicknesses of tantalum

tolerance, melting point, and thermal conductivity, tan-
talum, tungsten, and platinum have been identified as
acceptable choices for the primary collimator.

The choice of thickness for the primary collimator is
also a balance between scattering angle and energy loss
in the proton beam. A thick scraper increases the prob-
ability of large-angle scattering, which may cause parti-
cle loss downstream before reaching the first secondary
collimator. Figure 57 shows an example of the RMS
scattering angle and energy loss for a 2.5 GeV proton
beam interacting with tantalum collimators of different
thicknesses. With a desired RMS scattering angle larger
than, e.g., 4 mrad and energy loss less than roughly 1%,
a thickness of 6–20 g/cm2 is expected to be suitable.

5.4.3 Numerical simulations

Multi-particle simulations have been performed with
the PyORBIT code [143] to evaluate the performance
of the collimation system.

The collimation system only affects the beam halo
particles; thus, to simplify the simulation process, initial
particles are give a larger amplitude than the primary
collimator aperture, starting at the front of the primary
collimator. This means that all simulated particles hit

the primary collimator first. The initial particle distri-
bution is an “L” type in real space, with a typical width
of 10µm and a uniform distribution, which matches the
shape of the primary collimator. Space charge effects
are not included in the simulation.

Tantalum with 10 g/cm2 thickness is chosen for the
primary collimator and tungsten with 1.5 m length for
the secondary collimators. To compare the particle loss
rate for different collimator types, three configurations
have been studied:

1. All collimators of two-sided type
2. The first collimator of rectangular type; the others

of two-sided type
3. All collimators of rectangular type.

Figure 58 shows the particle loss rate in the colli-
mation section for the different configurations. For
Option 1, the major particle loss in the collimation
section but not in the absorber blocks appears just
after the first secondary collimator. Changing the first
secondary collimator to a rectangular type (Option 2)
reduces the beam loss after the first secondary colli-
mator from around 7% to less than 1%. For Option 3,
beam loss after the other secondary collimators can also
be reduced. Figure 59 shows the beam loss map for the
full ring using Option 3. Here, the collimation efficiency
reaches 97%, which is 2% higher than Option 2 and 12%
higher than Option 1.

Studies of the relationship between collimation effi-
ciency, ring acceptance, and primary collimator thick-
ness have also been performed. Figure 60 shows the rela-
tionship between collimation efficiency and ring accep-
tance. The collimation efficiency increases with the
ring acceptance and comes to a quasi-flat top when
the acceptance reaches approximately 200π mm mrad.
Figure 61 shows collimation efficiency and power loss
before reaching the secondary collimators as a func-
tion of primary-collimator thickness. The collimation
efficiency rises to a quasi-flat top when the thickness
of primary collimation reaches roughly 6 g/cm2, while
power loss continues increasing due to the large-angle
scattering of the primary collimator.

In conclusion, a 97% collimation efficiency can be
achieved using a two-stage collimation system where
the primary collimator consists of an 10 g/cm2 thick,
L-shaped scraper of tantalum, and the secondary col-
limator consists of four tungsten absorber blocks,
1.5 m long each. The primary collimator acceptance
is 70π mm mrad, the secondary collimator acceptance
120π mm mrad, and the machine acceptance is 200π
mm mrad. Position acceptance mechanisms in the hori-
zontal and vertical planes are foreseen for the collimator
elements.

5.5 Single-turn extraction

Once the accumulator ring has been filled, the now-
compressed beam pulse is transferred to the ring-to-
target (R2T) transfer line through fast, single-turn
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Fig. 58 Particle loss rate
in collimation sections with
different collimator types

Fig. 59 Beam-loss map for
the accumulator ring for
Option 3 (all
rectangular-type
collimators)

Fig. 60 Relationship between collimation efficiency and
ring acceptance

extraction. The pulse at this point is 1.2µs long, in
compliance with the target and horn requirements, and
carries an energy of nearly 90 kJ.

The extraction system is located in the straight
section on the opposite side of the ring from the injec-
tion region (at the bottom in Fig. 40). The extraction
system, illustrated in Fig. 62 consists of four sets of fast
kicker magnets, located around the central quadrupole
pair in the straight section extraction, and a septum
magnet. Each kicker provides a small kick in the ver-
tical direction, so that when the beam arrives at the
septum magnet it encounters a horizontally deflecting
field (see Fig. 63). Such a scheme was successfully imple-
mented in the accumulator ring at SNS to extract the
1.3 GeV proton beam with 24 kJ per pulse [135]. The
scheme suits the ESSνSB well, since the beam, when
arriving at the target, must be directed 2.29◦ down-
wards in order for the neutrino super-beam to point
towards the far detector. Therefore, there is no need
for cancelling the vertical angle provided by the kicker
magnets, and there is no need of having a tilted septum
magnet, which is the case in the SNS accumulator ring.

For simplicity, a horizontal deflection angle of 16.8◦
is used, matching that of the SNS septum magnet. A
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Fig. 61 Collimation efficiency and the power loss before
reaching secondary collimators as a function of the primary-
collimator thickness

3 m-long magnet at 1.0 T gives a beam separation of
approximately 50 cm at the exit. This means that the
septum magnet can be placed at a minimal distance
to the subsequent quadrupoles, thus maximising the
available space in the straight section for placing the
kickers. A large distance between kicker and septum
magnet means that the kick provided can be smaller,
which facilitates the kicker magnet design in terms of
impedance, aperture, and ramping speed.

The total vertical deflection θy is determined from
the desired vertical position y of the closed orbit at the
entrance of the septum, through

θy =
y√

βy,kβy,s sinμy

, (5.3)

where βy,k and βy,s are the vertical beta functions at
the location of the kicker and septum, respectively, and
μy is the phase-advance between the two points. To
minimise the kicker deflection angle, the phase advance
between the kicker and the septum should be close to
(2n + 1)π/2, where n is an integer. In addition, the
septum should be placed as far away from the kicker as
possible. Furthermore, to reduce the individual kicker
strength, and minimise the impact of an element failure,
a larger number of shorter kickers is considered.

The vertical distance from the closed orbit to the
extracted beam is calculated from

yextr = σ0 + σextr + 2 · ym + a, (5.4)

Fig. 63 Schematic view of the Lambertson septum mag-
net [158]: The beam encounters no magnetic field while
injection is ongoing. Once the injection is complete, the
kicker magnets are powered and steer the beam towards the
other side of the septum blade, where the magnetic dipole
field deflects the beam horizontally

with σ0 and σextr being the full beam width of the circu-
lating and extracted beam, respectively, at the entrance
of the septum, estimated from the optical functions

σ0,extr =
√

βsJs + δ · Δy, (5.5)

where βs is the value of the optical beta function at
the entrance of the septum magnet and Js is the sep-
tum acceptance of the circulating and extracted beams.
For a septum-blade width of a = 10 mm, and an
aperture margin of ym = 10 mm, we obtain a value
yextr = −161.0 mm.

In the proposed configuration, 16 kickers, in groups
of four, are placed around the central quadrupole dou-
blet in the extraction straight section. Each of the 16
kickers has a length of 0.3 m. In order to simplify their
design, each element in a given group has the same
aperture and strength. Since the aperture of the kick-
ers is expected to increase towards the extraction point
(to accommodate the beam deflection) their strength
is scaled accordingly. Based on these conditions, using
MAD-X [159], the strength of the kickers was matched
to the desired yextr-coordinate for the extracted beam
(at the entrance of the septum) as defined above.

The apertures of all the elements in the extraction
section were calculated to enclose the full beam enve-
lope, plus a 1 cm contingency margin. This is to account
for possible variations of kicker fields during extraction

Fig. 62 Schematic of the
extraction system
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Table 11 Kicker design
parameters. The total
deflection angle is −
21.9 mrad

Kicker no. Unit 1–4 5–8 9–12 13–16

Horizontal aperture mm ± 65 ± 76 ± 58 ± 55

Vertical aperture mm [− 43, 38] [− 68, 45] [− 153, 73] [− 174, 72]

Length m 0.3 0.3 0.3 0.3

Kick angle mrad − 1.54 − 1.39 − 1.34 − 1.20

Field strength mT − 57 − 51 − 49 − 44

or single-element failures. Table 11 includes the aper-
tures of the extraction kickers, as well as designated
kick angles and field strengths. The beam envelopes
of the circulating and the extracted beam are shown
in Fig. 64. The 16 kickers are shown in groups of 4
in different shades of green; the Lambertson septum is
illustrated in magenta; and the lattice quadrupoles are
shown in brown. A 180π mm mrad beam acceptance has
been used in this calculation—a value that has been
explicitly chosen to be larger than the acceptance of
the secondary collimators, which define the maximum
beam envelope—to have a safety margin in the design.

A septum blade thickness of 1 cm is assumed to be
sufficient for ensuring that no field penetrates into the
field-free opening. The circulating beam requires an

aperture in the field-free region of about 120 mm in
the horizontal plane and 148 mm in the vertical plane.
The extracted beam will require a similar vertical aper-
ture, but more than half a meter in the horizontal plane,
where the 16.8◦ deflection takes place.

5.5.1 Extraction kickers

As described in Sect. 5.3, the kicker must be able to
deflect the entire circulating beam in a single turn. This
means that the ramping of the magnetic field in the
kicker magnets must be done within the duration of the
beam-free extraction gap (100 ns). To this end, a kicker-
field rise-time is defined as the time it takes for the
kicker to go from 2 to 98% of the nominal field strength,

Fig. 64 Beam envelopes in the extraction region
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as depicted in Fig. 65. There may be remaining ripple
in the pulse, but it should remain below ±2% of the
nominal field strength. The fall time of the kicker pulse
is defined by the interval between the extraction of a
pulse and the start of injection for the next pulse (i.e.,
a maximum of 100µs). The pulse duration should be
around 1.5µs.

The specifications described above will serve as input
to an engineering study for kicker-magnet optimisation
and construction. However, the required parameters are
comparable to those of kickers already constructed for
the SNS accumulator [160] and the CERN Proton Syn-
chrotron Booster extraction region [161]. Development
of the ESSνSB extraction kickers will also include the
pulse-forming network needed for powering the mag-
nets. Since the time between pulses is short, it may be
necessary to use two power supplies per magnet.

5.5.2 Failure scenarios

Two different failure scenarios have been studied: (a) a
± 2% variation in the kicker field, and (b) the failure of
a single kicker element in the 16-kicker assembly.

The first case simulates a possible uncorrected ripple
in the kicker field strength as explained above until it is
stabilised to the nominal value. To take a conservative
estimate, the error is assigned in all 16 kickers (which
in reality can be compensated automatically among the
four power supplies). Simulations indicate that the cho-
sen apertures are sufficient to provide clearance and
avoid losses even in this pessimistic case.

The second case was simulated in MAD-X by setting
the field strength to zero for one kicker at a time. Also in
this case, the chosen apertures provide sufficient margin
for the beam to pass without losses. For both cases, the
resulting trajectory variations and resulting losses in
the beam transfer line up to the target have not been
studied.

5.6 Generation of short neutron pulses

The ESSνSB accumulator ring could, in principle, serve
an important purpose also for the neutron community.
The ESS facility itself provides long neutron pulses
to the users, but some users wish for high-intensity
short pulses of epithermal neutrons, i.e., neutrons in
the energy range 0.025–0.4 eV. Considering the typical
moderating time of about 100µs [162] for these neu-
trons, there is no great advantage of using the com-
pressed 1.2µs pulse to generate the neutrons, since this
would require a specialised target to handle such a
pulse [163]. As an alternative, a compressed pulse at
lower intensity could be used, but at the cost of a sub-
sequently reduced neutron flux. The other alternative
is to use the ESSνSB accumulator to produce a pro-
ton pulse of 50–100 µs through slow extraction from
the ring. In this way, the delivered neutron pulse dura-
tion would be of the same order, but the instantaneous
power delivered to the neutron target, and thus the lev-
els of induced mechanical stress, is limited. Thus, the

Fig. 65 Illustration of the extraction kicker ramping

ESSνSB infrastructure could also be highly impactful
for the neutron user community, as a complement to
the long pulses of ESS [162, 164].

The most promising scenario for the ESSνSB accu-
mulator is the use of slow resonant extraction at a half-
integer or integer resonance. The more commonly used
third-order resonance, employed at the J-PARC Main
Ring [165], the SPS at CERN[166], and at GSI [167]
takes place over several seconds (on the order of 1000
turns or more), and would be too slow to extract the
beam in 100µs. An extraction time of 50µs corresponds
to about 38 turns in the accumulator ring, since the rev-
olution time is about 1.3µs. Resonant extraction with
as few as 40 turns has been demonstrated at SPS using
integer resonance [168, 169], which indicates that this
should be a feasible approach.

Resonant extraction will be designed with a dedi-
cated electrostatic septum, using an identical Lambert-
son septum as that used in fast extraction. To minimise
losses, it is also important to, for example, keep the
so-called step size at the extraction sufficiently large.
Moreover, there are a number of special techniques to
reduce losses for resonant extraction, such as dynamic
bump, bent-crystal diffusers, and carbon wires [169]. J-
PARC has reached impressive extraction efficiencies of
99.5% with careful optimisation employing a dynamic
bump [170]. More realistic loss levels for the ESSνSB
accumulator ring are estimated to be approximately
5–10%.

As slow, resonant, extraction is inherently lossy, the
losses cannot be eliminated entirely if resonant extrac-
tion is to be employed for neutron production. Mit-
igation measures should include careful beam optics
design, electrostatic septum design, and careful opti-
misation at beam operation. Most of the unavoidable
losses will happen on the septum at the point of extrac-
tion. This will have the undesired effect of activation,
which limits the feasibility of handling in terms of repair
and preventive maintenance. Remote handling, includ-
ing robotics, could be introduced to reduce the dose
levels to personnel. Ultimately, the only way to limit
the average power to an acceptable level is by reducing
the duty cycle for resonant extraction. If, for example,
every tenth pulse is extracted for short pulse neutron
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production, this yields an average loss of 50 kW, at 90%
extraction efficiency. Further analysis of the activation
levels and shielding requirements are needed to deter-
mine the acceptable duty cycle for neutron production.

The moderation of the neutrons produced by the
medium-duration proton pulse will have the effect that
any variation in the proton intensity during the pulse
is smeared. Thus, the extraction spill quality, which is
usually an important parameter for slow extraction, is
of less importance in this case. This gives more degrees
of freedom in terms of the excitation of the extraction,
and therefore more possibilities to reduce the beam loss
during the spill.

Another approach that has been considered employs
a target design which is capable of handling short high-
power pulses on the order of 1µs, similarly to the case
at SNS following the Proton Power Upgrade [171]. In
such a scenario, the same fast-kicker extraction as for
neutrino production, with the same low losses, could be
used for the neutron production. This is an interesting
alternative, which—with a specially adapted neutron
moderator design—could give comparable neutron-flux
levels, at about the same duty cycle; but this would
require more research and development to ensure its
technical feasibility.

5.7 Injection beam dump

Straight behind the ring injection, see Fig. 40, there
will be a short beam line towards a beam dump, here
referred to as the injection beam dump. The purpose
of the beam dump is to safely dispose of incoming par-
ticles that are not fully stripped. A stripping efficiency
of about 98% can be expected, which leaves an average
beam power of 100 kW to be handled by the dump.
The dump is designed to handle up to 10% of the aver-
age beam power, mostly coming from H− ions which
miss the stripping foil, or from foil defects, or from par-
tially stripped H0. Radiation shielding is required on
top of the beam dump for radiation safety, both at oper-
ation, and during service, to reduce the radiation levels
to acceptable limits. Shielding towards the ground is
required to prevent activation of soil and groundwa-
ter, primarily from tritium, which could potentially be
transported through the groundwater.

In the conceptual design of the ESSνSB injection
dump, the design and experience of the SNS injec-
tion beam dump has been carefully studied. Compar-
ing the parameters, SNS has an H− beam of 1 GeV,
and 1.44 mA average current. This gives a power of
1.44 MW, with the injection beam dump designed for
losses up to 150 kW. In comparison, the beam param-
eters for ESSνSB, with an upgrade to 2.5 GeV, and
an average H− beam current of 2 mA are set to reach
5 MW average power and a loss level of 10%, which cor-
responds to 500 kW. The design of the beam transport
around the injection region will be conceptually similar
to the SNS design, see Fig. 66. Further details on the
SNS injection beam dump can be found in [172] and
[173].

5.7.1 Energy deposition in the beam dump

The levels of heat deposition and activation have been
simulated using the FLUKA code [175–177]. The model
of the beam dump in FLUKA consists of a copper cylin-
der of 25 cm radius and 120 cm length, with an effective
density set to 90% of nominal to model cooling water
channels. In the simulation, the proton beam energy is
2.5 GeV, and the current is 0.2 mA corresponding to
losses of 10%. The beam is assumed to be Gaussian,
with size σx, σy = 25 mm, (59 mm FWHM) and an
angular divergence of 1 mrad FWHM. In the simula-
tions, no time structure of the pulses is considered.

The resulting energy deposition in the beam dump is
shown in Fig. 67. Here, a 2D radial projection, inte-
grated over the polar coordinate, is shown in (a); a
one-dimensional projection, integrated over the radial
and polar coordinates, is shown in (b). The maximum
energy deposition is about 30 W/cm3 and occurs at
z ≈ 9 cm.

For comparison, the SNS beam dump has a radius of
15 cm and a length of 80 cm and is built up of copper
disks which are stacked into a cylinder with the thick-
ness adapted, so that each disk does not take a heat load
exceeding 5 kW. Further details are available in [178].
Due to the higher energy at ESSνSB, the dimensions
have to be increased for the primary and secondary
particles to be deposited in the dump. Because of this
higher energy, the energy deposition will be spread out
over a larger depth, which is an advantage compared to
SNS in terms of local heating.

Different dimensions have been tested and it has been
concluded that a 25 cm radius is required and a length
of 120 cm would be sufficient. A larger radius gives more
margin and less heating and activation to the outer
shielding, which should be considered when optimising
the overall structure.

5.7.2 Shielding calculations

In the present analysis of the shielding, the focus has
been on the shielding atop the injection beam dump.
Here, there is need for a service area—both for the
beam window to the injection dump and for the injec-
tion dump itself.

The attenuation of the shielding can be calculated
semi-empirically using the Moyer model [179, 180] or a
similar approach. Such models are generally valid above
1 GeV; with, for example, a point loss in a target, and
thick shielding (more than three mean free paths for
inelastic nuclear interactions—in order for the nuclear
cascade to develop and average over the energy loss
from secondary particles.) Iron has been chosen as the
main shielding material, since it performs well in terms
of shielding high-energy neutrons. However, iron has
fairly low attenuation of low-energy neutrons, which
dominate the particle fluence after a few attenuation
lengths. Therefore, a concrete layer has been added out-
side the iron shielding, since concrete has a high atten-
uation of low-energy neutrons. The effective density of
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Fig. 66 SNS injection
section, shown
schematically, where F1 is
the stripper foil; F2 is a
second, thick stripper foil to
fully strip H− and H0 to
protons; IDSM is the
Injection Dump Septum
Magnet; and Q is a
defocusing quadrupole.
From: [174]
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Fig. 67 Distribution of energy deposition in the copper beam dump

iron has been set to 95% to allow for water cooling to
compensate for heating from deposited energy due to
prompt radiation and activation. A model of the shield-
ing is shown in Fig. 68, with the beam entering from
the left.

For a point source, the dose-rate outside the shielding
can be calculated from [179]

H = H0
e−d/λ

R2
Sv/h, (5.6)

where H0 is the source term in Sv/m2, d is the thick-
ness of shielding, λ is the attenuation length (mean free
path) for nuclear inelastic interactions, and R is the dis-
tance from the source.

The data for the attenuation lengths, λ, are taken
from [181]. For iron, λ = 132 g/cm2, corresponding to
λ = 16.7 cm at a nominal density of 7.87 g/cm2. Assum-
ing a density of 95% to compensate for cooling channels,
this gives λ = 17.6 cm. Concrete has an attenuation
coefficient of λ = 43 cm at a density of 2.3 g/cm3. The

attenuation varies with specific concrete composition
but with these numbers a first estimate can be made.

The total attenuation factor in Eq. (5.6), e−d/λ/R2,
for a shielding consisting of 3 m iron and 1 m concrete at
90◦, and a distance 5 m from the source, then becomes
1.0 × 10−10.

5.7.3 Source-term calculations

The source term, H0, has been calculated using
FLUKA [175–177], again using a copper cylinder of
radius 25 cm and 120 cm length as a target surrounded
by vacuum, with a beam of 1.25 × 1015 particles per
second (0.2 mA) consisting of 2.5 GeV protons; and
again assuming a density of 90% of the nominal value
to compensate for cooling water channels.

The proton beam matches the parameters used in
the heat deposition calculations: Gaussian, with size
σx, σy = 25 mm, (59 mm FWHM), and an angular
divergence of 1 mrad FWHM. The dose-rate distribu-
tion is shown in 2D, Fig. 69, integrated over the polar
coordinate, and in 1D, integrated over the polar and the
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Fig. 68 Schematic layout of the injection beam dump with shielding
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Fig. 69 Distribution of dose rate for source term calculations

radial coordinates, and averaged over z = 30–40 cm,
where the dose rate has its highest values.

As can be seen from Fig. 69b, the calculated dose
rate at 1 m radius is 1.9× 105 Sv/h, which corresponds
to a source term H0 of 1.9 × 105/Sv/h/m2. This can
be compared to semi-empirical source term calculations
following Ref. [179], which gives 1.6 × 105 /Sv/h/m2.

The dose rate outside the shielding at R = 5 m is
then attenuated with a factor 1.0 × 10−10 according to

Eq. (5.6) giving a dose rate directly outside the shield-
ing of 19µSv/h. This dose rate would be acceptable for
a radiation worker (corresponding to 6 mSv per year at
300 h occupancy), and depending on the classification
of the area, and occupancy, one could possibly reduce
the shielding to some extent.

The present calculation should be confirmed with
FLUKA simulations or other another Monte Carlo
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code; this should be complemented with activation cal-
culations, and radiation levels at various cool-down
times, i.e., elapsed time after beam shut-off. As men-
tioned above, the shielding towards the ground, and
possible effects of tritium production will have to be
studied.

5.7.4 Summary and outlook

The conceptual design of the injection beam dump con-
sists of a water-cooled copper cylinder of 25 cm radius
and 120 cm length, surrounded by 3 m of iron inner
shielding and 1 m of concrete outer shielding. The
power loss and prompt radiation levels have been calcu-
lated for a beam loss of 0.5 MW, 0.2 mA average beam,
10% beam loss. Under normal operation, a lower beam
loss is expected—on the order of 2%. The power loss
reaches 30 W/cm3 at a depth of 9 cm, and the result-
ing dose rate directly atop the dump is 19µsV/h, as
calculated by performing source-term calculations with
FLUKA along with semi-empirical calculations of the
attenuation of the shielding.

The heating resulting from the power loss can be han-
dled reasonably well by water cooling, but the detailed
thermal and mechanical response has yet to be stud-
ied in detail, to make sure that the temperature in the
beam dump is kept below 400 ◦C to avoid softening of
the copper. Such a study will include the actual pulse
structure of the beam. One should also keep in mind
corrosion problems for copper, owing to radiolysis of
water; and possibly consider copper-alloys for mitiga-
tion. High neutron flux can also lead to material dam-
age, such as swelling, creep, or embrittlement [182].

The injection beam dump has been designed to be
able to handle up to 10% losses. A sustained loss level
of 10% is not expected under long-term operation. How-
ever, as experience at SNS shows, it is important that
the dump is designed with a sufficient margin to handle
radiation levels and thermal stresses of up to 10% [183].
One of the problems experienced at SNS—which is an
additional constraint for increasing the average beam
power—is thermal stress in the concrete and consequent
risk of cracking, which reduce the radiation-shielding
effectiveness. Alternatives to consider for reducing the
beam dump size are temperature monitoring and active
cooling of the concrete.

Careful 3D simulations of beam transport are essen-
tial, particularly for minimising losses [184], and should
be carried out as part of a technical-design phase of the
project. However, we do not foresee this issue to be seri-
ously prohibitive: it is more a matter of careful magnet
design with full control of the 3D fields, including fringe
fields.

A strategy to manage the convoy electrons must also
be made. At 5 MW average beam power the convoy
electrons carry about 5 kW. A water-cooled electron
collector was designed at SNS [145]. A similar system
could be envisaged for the ESSνSB.

5.8 Transfer line from the ring to the beam
switchyard

As the compressed pulses are extracted from the accu-
mulator, they are transported through a beam line lead-
ing up to the switchyard that feeds the target sta-
tion. The purpose of this beamline, called the ring-to-
switchyard (R2S), is to bring the protons, with as lit-
tle losses as possible, into correct alignment with the
desired neutrino beam direction.

In the latest ESSνSB layout [185, 186], a line drawn
from the beam target through the decay tunnel makes
an angle of 16.8◦ in the horizontal plane with the
straight section of the accumulator containing the
extraction. In addition, the target station should point
at an angle of 2.29◦ vertically with respect to the hori-
zon. These angles must be respected while designing
the R2S beam line to ensure the particles produced
by the target to follow their way up in the direction
of the beam dump and on to the near and far detec-
tors. From Ref. [185], the coordinates of the exit of the
extraction septum magnet and those of the centre of
the target station are found to be (101.9; − 280.3; −
12.5) m and (249.1; − 127.4; − 22.35) m, respectively,
see Fig. 70. The distance between the target station
and the accumulator is then estimated to be 212.40 m,
with the depth of the target station at 22.35 m below
the ground level (9.85 m below the extraction point at
the exit of the septum). All of these values confirm the
need for a transfer line with unfolding of the horizontal
and vertical planes.

The protons will exit the extraction septum magnet
at an angle of 16.80◦ and 1.14◦ in the horizontal and
vertical planes, respectively, seen from the accumulator
reference orbit. Having a transfer line pointed in the
intended neutrino-beam direction will ease the subse-
quent design of the switchyard. This transfer line must
be as short as possible to minimise the cost of the equip-
ment comprising it. Figure 71 shows the first suggested
layout of the beamline [185] together with the direction
of the neutrino beam in the (x , y) plane (left) and the
(x , z ) plane (right).

5.8.1 Design of the R2S beamline

The particle distributions used in the design process of
the R2S beam line are presented in Fig. 72. These distri-
butions come from the anti-correlated painting process
and contain 240500 macroparticles. Table 12 contains
the main characteristics of the incoming beam.

The transfer line must contain both vertical and hor-
izontal bends. To minimise the necessary magnetic field
per magnet, several dipoles were used to bend the pro-
tons in steps. Simulations show that three vertical and
eight horizontal bends, 2 m long each, are sufficient
for constructing the transfer line. Table 13 presents the
main characteristics of the dipole magnets.

Quadrupole doublets are then placed in between the
dipole magnets for maintaining a small beam envelope
and ensure a good transmission. The lattice layout with
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Fig. 70 Overview drawing
showing the location of the
accumulator and the target
station, connected by the
R2S beam line [185]

Fig. 71 Horizontal and vertical plots of the R2S from [185] and slopes of the neutrino direction. To simplify the simulations,
the extraction of the beam at the exit of the septum has the coordinates x , y , z (0; 0; 0)

Fig. 72 Transverse phase space of the particles used in the design of the R2S transfer line (240500 macroparticles)
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Table 12 Beam parameters of the input beam

Parameter Symbol Value Unit

Kinetic energy E 2.5 GeV

Relativistic momentum p 3.3 GeV/c

Emittances (rms, normalised) εx/εy 27/26 π mm mrad

Emittances (99.95%, normalised) εx/εy 244/234 π mm mrad

Beam size (rms) σx/σy 11.3/15.8 mm

Beam divergence (rms) σ′
xσ′

y 1.1/0.77 mrad

Twiss parameters βx/βy 10/20 m

Twiss parameters αx/αy − 0.0005/0.003 –

Table 13 Main parameters of the dipoles composing the R2S

Bending plane Magnet length (m) Max. bending angles (◦) Max. induced magnetic fields (mT)

Horizontal 2 7.2 690

Vertical 2 10 960

Fig. 73 Horizontal (left) and vertical (right) synoptics of the R2S beam line

dipoles and quadrupoles is shown in Fig. 73, whereas
Fig. 74 shows the geometric layout of the R2S compared
to the original suggestion and the neutrino direction.

By adjusting the values of the different quadrupoles
composing the beam line, a minimum beam size is
achieved and maintained all along the transfer line as
displayed in Fig. 75. In the final design the R2S mea-
sures 72 m in length and meets all the initial require-
ments.

5.9 Beam switchyard

Once the proton beam is aligned with the neutrino-
beam direction by the R2S beamline, it will be dis-
tributed to the four targets by a beam switchyard

(BSY). The BSY will not only transport and distribute
the protons onto the targets but also focus them to the
desired shape and size centred on the target, ideally a
circular beam with a radius not larger than 1.5 cm.

Figure 76 shows the layout of the target station. The
distance between the centres of the targets is 3 m. The
distance was later changed to 2.5 m, but since switch-
yard designs have been made for the distances 2 m and
3 m, there is no doubt that a good design can be made
for values within this range, if the baseline changes.

In the baseline pulsing scheme, the linac is pulsed at
14 Hz. As a result the accumulator will deliver a set of
compressed pulses or batches to the BSY at 14 Hz, but
where the batch-to-batch frequency is 1.1 kHz. Each
compressed pulse or batch has a 1.2µs duration and
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Fig. 74 Coincidence of the end of the R2S beam line, designed with TraceWin, and the neutrino beam direction in the
horizontal (left) and vertical (right) planes

Fig. 75 RMS transverse beam envelopes along the R2S beam line

the spacing, which leaves less than 0.9 ms for the beam
switching from target to target.

5.9.1 Design of the BSY

A previous design suggested diagonally splitting the
proton beam onto the target station [187]. However,
due to a change in the baseline parameters of the beam
(i.e., time structure) coming out from the accumula-
tor, it was no longer feasible to use this configuration.

In addition, this design carries a weakness in terms of
safety, where a beam dump would be needed to protect
the system in cases of dipole magnet failure. Therefore,
a new layout was investigated. This new layout suggests
driving the protons from one section to the next using
conventional dipoles (Fig. 77).

Figure 78 shows the working principle of the switch-
ing scheme. The switchyard contains six dipoles to
bend the beam in both the horizontal and the verti-
cal planes. Sets of quadrupoles maintain minimal trans-
verse envelops of the beam as it propagates through the
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Fig. 76 Face view of the
target station layout. The
four targets are named T1,
T2, T3, and T4

beamlines. Each branch of the BSY will be equipped
with a collimator at its exit.

5.9.2 From D1 to T1

The first branch of the BSY transports and focuses the
beam onto the target named “T1”. The T1 axis is the
main axis of the beam upon exiting the R2S line. To
reach T1, the dipoles D1 and D3 act as a drift tube. In
other words, no induced magnetic field is needed from
their magnets. Figure 79 shows the beam envelopes for
the T1 branch. According to these simulations, this
branch has a transmission of 100% and is achromatic at
its extremity. The radii of the beam in the middle of the
target are expected to be 14.90 mm and 14.94 mm in
x and y , respectively. Table 14 presents the main beam
parameters at the target location.

5.9.3 From D1 to T2

The second branch of the BSY transports and focuses
the beam onto the target T2. The dipoles D1 and
D2 must induce a magnetic field to bend the protons
horizontally. The designated angle of deflection must
require both a moderate magnetic field in the dipole
magnets (less than 1 T, capable of switching on/off with
respect to the time structure of the incoming beam)
and a sufficient space downstream to allow for posi-
tioning equipment. To this end, an angle of 244 mrad
was selected. To deflect the beam with such an angle, a
magnetic field of 890 mT for a 3 m-long dipole would be
necessary. Such dipoles have an inductance of around
15 mH, an intensity consumption of 58 kAt (kilo-Amp-
turns), and a 40 mm-radius gap. Figure 80 shows the
transverse beam envelops in the x–y plane through the
T2 branch. The maximum radii for the beam at the
centre of the target are expected to be 14.66 mm and
14.98 mm in x and y , respectively. Table 15 presents
the main beam parameters at the target location.

5.9.4 From D1 to T3

The third branch of the BSY transports and focuses the
beam onto the target T3. This beam line is the most
complicated of the system, since four dipoles should be
active simultaneously: D1 and D2, as well as D5 and
D6 to, respectively, bend the beam horizontally and
vertically. Dipoles D5 and D6 are similar to D5 and D6.
Figure 81 shows the transverse beam envelops in the
x–y plane through the T3 branch. The maximum radii
of the beam at the middle of the target are expected
to be 12.58 mm and 14.99 mm in x and y , respectively.
Table 16 presents the main beam parameters at the
target location.

5.9.5 From D1 to T4

The fourth branch of the BSY transports and focuses
the beam onto target T4. Two dipoles are necessary to
bend the beam vertically. Figure 82 shows the trans-
verse beam envelops in the x–y plane through the T4
branch. The maximum radii of the beam at the middle
of the target are expected to be 14.38 mm and 14.99 mm
in x and y , respectively. Table 17 presents the main
beam parameters at the target location.

5.9.6 Overall layout of the BSY

Figures 83 and 84 show the overall synoptics and 3D
views of the BSY, respectively. The system has a total
length of 45 m.

Although simulations show 100% transmission of the
beam along the four branches of the BSY, collimators
will be placed at the terminus of each beam line. These
protect the horns in case of unwanted fluctuations of
the beam before it reaches the targets. It must be capa-
ble of handling beam halo as well as losses due to any
malfunction in the operation of the upstream system.
The baffles are mainly made of graphite. Its dimensions
would be 2 m in length with an outer radius of 70 cm. A
conical aperture with a downstream radius of 1.5 cm,
as depicted in Fig. 85, is an option to be considered.
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Fig. 77 Schematic layout of the beam switchyard. D1 and D2 are dipoles that bend the beam in the horizontal plane. D3,
D4, D5, and D6 bend the beam in the vertical plane

Fig. 78 Time structure of the incoming beam in relation to the dipoles of the BSY

The distance between the end of the collimators and
the targets is 1025 mm. Following the amount of heat
load that is expected to be deposited in the collimator,
the use of He (or even air) cooling in closed circuit may
be feasible here.

5.9.7 Alternatives to dipoles

The feasibility of having adequate rise and fall times
for dipoles must be tested with respect to the operat-
ing frequency. Alternatively, dipoles D1, D3, and D5
could also be a combination of a kicker and a septum.
Indeed, according to simulations, a pair of fast kickers
of 0.5 m long each could be used to kick the beam for a
total angle of 1◦, then the septum would further deflect

the beam. Each kicker would require a peak current of
383 A to induce the necessary magnetic field of 193 mT.
Such kickers can have rise and fall times of less than
10µs and operate at frequencies up to 10 kHz [188].
Figure 86 shows the time structure of the BSY when
kickers are used. Detailed investigations on such tech-
nology shall be performed during the technical design
phase.

5.9.8 Failure scenarios

Several failure scenarios are possible when operating the
BSY. In this report, two of these are discussed. In case
of failure of one of the dipoles, the protons would travel

123



Eur. Phys. J. Spec. Top. (2022) 231:3779–3955 3847

Fig. 79 RMS transverse beam envelopes and dispersion along the T1 branch of the BSY

Table 14 Beam
parameters at the target T1 Parameter Symbol Value Unit

Max beam size X /Y 14.90/14.94 mm

Max beam divergence X ′/Y ′ 9.60/5.94 mrad

Twiss parameters βx/βy 2.95/3.47 m

Twiss parameters αx/αy − 0.21/− 0.42 –

straight to the branch leading to the target T1. In addi-
tion, the BSY contains enough quadrupoles, so that in
case of failure of one of them, the beam envelop would
be corrected automatically to match as closely as possi-
ble the required beam parameters at the target location.
For example, if two quadrupoles of the T3 branch fail
at the same time, preliminary calculations show that
focusing the beam onto the target is still possible, and
achromaticity can be achieved (Fig. 87). In this case
the beam would measure 12.48 mm (horizontal) and
14.95 mm (vertical) within the target (Table 18). Nev-
ertheless, according to these preliminary results, this
specific scenario would lead to 0.2% losses in the colli-
mators.

5.10 Vacuum system

The beam vacuum requirements of the ESSνSB acceler-
ator complex are mostly expected to be in line with sim-
ilar operating machines. Due to their single-pass nature,
the vacuum level in the transfer lines, both before and
after the ring, is expected to be of the order of 10−7

mbar. This means that at the point of extraction from
the linac, the two beam lines will have comparable vac-
uum levels, so that there is no need for differential
pumping.

A higher vacuum level, about 10−8 mbar, will be
needed in the ring where the head of each injected batch
will spend about 0.8 ms making 600 turns of revolution.
Even though the beam will be extracted immediately
after the injection is complete, there is a risk of instabil-
ities arising in the ring. At this high beam intensity, and
an almost coasting beam, the biggest concern is likely
to be the instability caused by the interaction of beam
protons with electrons released from the inner side of
the vacuum chamber [189]. The risk can be mitigated
by suppressing the emission of secondary electrons by
coating the inner surface with a ceramic material, tita-
nium nitride (TiN).

A TiN coating forms a barrier that prevents out-
gassing, primarily of hydrogen from the stainless-steel
vacuum chamber. This helps to maintain an accept-
able vacuum level. Such a coating also suppresses the
emission of secondary electrons, which is an important
measure against the formation of electron clouds. It is
these electron clouds that can, in combination with the
high-current proton beam, give rise to electron–proton
instabilities as the proton bunch interacts with the elec-
tron could coherently on a turn-by-turn basis.

The emission and reflection of blackbody radiation
in the vacuum chamber is also suppressed by the TiN
coating. Studies of H− stripping processes indicate that
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Fig. 80 RMS transverse beam envelopes and dispersion along the T2 branch of the BSY

Table 15 Beam
parameters at the middle of
the target T2

Parameter Symbol Value Unit

Max beam size X /Y 14.66/14.98 mm

Max beam divergence X ′/Y ′ 8.07/5.89 mrad

Twiss parameters βx/βy 3.25/3.25 m

Twiss parameters αx/αy − 0.27/− 0.37 –

stripping due to blackbody radiation can be an issue in
the transfer line (see Sect. 4.10), unless the emission
and reflection is mitigated through coating or cooling
of the vacuum chamber. It is therefore expected that
the vacuum chamber in the linac-to-ring transfer line
will have to be coated (although polishing of the beam-
pipe may also be a feasible alternative).

5.11 Safety

The design of the accumulator ring and transfer lines is
governed by one major safety aspect: that the uncon-
trolled beam loss must not supersede 1 W/m (see also
Sect. 4.10). This is the empirical limit below which the
activation of the accelerator equipment is low enough
to allow hands-on maintenance 1 h after a beam stop.
The large curvature of the linac-to-ring-transfer line,
the two-stage collimation system, and the generous
machine acceptance in the ring are a few results of this

limitation. The loss limit is thus important both for the
machine availability and for the safety of the personnel.

It is already apparent at this stage that certain sec-
tors in the accelerator chain will have a elevated risk
of beam loss. These sectors will suffer more activation
which may restrict human intervention. The injection
and extraction regions, the injection dump line, and the
vicinity of the collimators are such sectors. Note that a
large fraction of the losses in these regions are consid-
ered controlled, and therefore may be higher than the
1 W/m limit.

A detailed understanding of beam-loss patterns in the
beam lines will require further study, where instabili-
ties, magnet position and field errors, correction tech-
nique, and further effects are modelled. Only then will
it be possible to fully judge the activation risks, and
determine the need for extra shielding near to the accel-
erator. As with all particle accelerators, a global radia-
tion monitoring system will be employed to control the
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Fig. 81 RMS transverse beam envelopes and dispersion along the T3 branch of the BSY

Table 16 Beam
parameters at the middle of
the target T3

Parameter Symbol Value Unit

Max beam size X /Y 12.58/14.99 mm

Max beam divergence X ′/Y ′ 9.97/5.81 mrad

Twiss parameters βx/βy 3.14/3.24 m

Twiss parameters αx/αy − 0.30/− 0.37 –

radiation levels. In addition, dosimetry for any person-
nel entering the accelerator area will be necessary.

An extensive system of beam diagnostics and instru-
mentation will also be necessary. Several hundreds of
beam loss monitors will be distributed along the beam
line, combining two main types: fast monitors, to detect
fast losses that could harm the machine; and slow vari-
eties, to monitor losses over longer term. The former
will be connected to a machine protection system with
feedback to the H− source. If an error occurs which
results in a rapid spike in losses, the source must be
stopped on the next pulse. Roughly 200 beam position
and current monitors will be employed in the beam-loss
control and machine-protection scheme.

Longitudinal and transverse beam profile monitors,
a diagnostic system to measure the particle tune in the
ring, and a system to detect particles in the extraction
gap will be crucial tools to safely operate the complex at
5 MW (along with a variety of other instruments and

methods). The commissioning of the machine will be
done in stages, heavily relying on the beam diagnostics,
by slowly increasing the number of injected turns and
the total intensity passing through the beam lines.

The 900 m of new beam line is a challenge in terms
of safety preparations—in the sense that a plan must
be made for a multitude of different failures. A study
of such failure scenarios will be left to a later stage
in the project. The existing systems at ESS, and the
experience of the ESS staff will help in facilitating the
planning and the implementation of all the ESSνSB
safety systems.

5.12 Summary

The accumulator ring detailed in this section is a pre-
requisite for the use of the unique beam power of the
ESS linac for the production of a neutrino super-beam.
By compressing the long pulses from the linac, through
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Fig. 82 RMS transverse beam envelopes and dispersion along the T4 branch of the BSY

Table 17 Beam
parameters at the middle of
target T4

Parameter Symbol Value unit

Max beam size X /Y 14.38/14.99 mm

Max beam divergence X ′/Y ′ 10.48/5.88 mrad

Twiss parameters βx/βy 2.81/3.36 m

Twiss parameters αx/αy − 0.30/− 0.40 –

Fig. 83 Horizontal (left) and vertical (right) synoptics of the BSY
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Fig. 84 Overall 3D views of the BSY: top, side (middle), and isometric (bottom) projections. Possible locations for adding
diagnostics capable of measuring several characteristics of the beam (i.e., size, position, energy, etc.) are identified with
boxes

Fig. 85 Section plane of the collimators

multi-turn charge-exchange injection and single-turn
extraction, pulses on the order of a microsecond can be
delivered to the target station and its neutrino horn.
Through this, the beam is compliant with the power
restrictions of the horn, while, at the same time, the
background level in the far neutrino detector is sup-
pressed.

The accumulator ring consists of four short arcs with
an FODO cell structure, connected by long straight sec-
tions. The arcs provide the proper phase advance for

the straight sections to be free from dispersion. Five
sextupole magnets, with which the natural chromatic-
ity can be corrected, are included in each arc. Each
straight section will contain systems to ensure a good
performance.

The first straight section will house the injection sys-
tem where the H− beam is stripped and merged with
the circulating proton beam. The injection system con-
sists of four dipole magnets forming a permanent orbit
bump, 2×4 fast kicker magnets to generate a fast bump
that is varied to provide phase space painting. At the
first stages of the project, foil stripping will be used.

It is essential that the thermal load on the stripper
foil is limited, something that is a challenge at 5 MW
average beam power and high batch-to-batch repetition
rate. An injection process using anti-correlated phase
space painting has been designed, so that the final beam
distribution is uniform and so as to minimise the num-
ber of stray foil hits. Instead of a single stripper foil,
a sequence of thinner foils will be used. This increases
the radiating area and speeds up the cooling between
pulses. In addition, a mismatched injection, where the
optical function of the injected beam is larger than the
one of the circulating beam, will be used. This mea-
sure dilutes the beam spot at injection and thus reduces
the peak temperature. By combining these three tech-
niques, the steady-state, peak temperature can be kept
at just above 1900 K.

The second straight section downstream from the
injection contains a two-stage collimation system con-
sisting of a thin scraper followed by four long absorber
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Fig. 86 Time structure of
kickers for the BSY

Fig. 87 RMS transverse beam envelopes and dispersion along the T3 branch of the BSY when two quadrupoles, Q34 and
Q37, are not functioning (failure scenario)

blocks. The collimator elements will have a position-
adjustment mechanism so as to be able to respond to
variations in the beam trajectory and size. A 97% colli-
mation efficiency is expected from this system and the
machine acceptance is estimated to 200π mm mrad.

Barrier RF cavities will be employed to preserve the
beam-free gap needed for the extraction. If RF cavi-
ties are included also in the linac-to-ring transfer line,

the incoming energy spread can be kept low and the
required RF voltage becomes moderate, around 10 kV.
If the energy spread is allowed to grow from space
charge in the transfer line at least 20 kV is needed to
keep the gap clean.

The compressed pulse will be extracted in a single
turn using a combination of fast kicker dipoles, that
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provide a vertical kick, and a horizontal septum mag-
net that deflects the beam horizontally into the ring-
to-target transfer line. The extraction kickers consists
of four groups of four identical kickers in each, to min-
imise the sensitivity to the failure of a a single kicker.
The extraction system has been designed with a margin
so as to reduce losses at extraction.

The ring-to-switchyard transfer line includes
quadrupoles for beam focusing and a dog-leg structure
in each plane, to bring the beam into the correct
direction as it arrives at the switchyard. The beam
switchyard consists of four beam lines, each one leading
to one of the four targets. Every pulse from the linac is
transformed into four short pulses in the accumulator.
Each pulse will be delivered to a different target by
six dipole magnets. Three of these dipole magnets are
fast-switching. A detailed report of the switchyard
design, including beam envelopes and final beam sizes
as well as first considerations for the switching dipoles,
has been given here.

The ESSνSB accumulator could be used for produc-
ing very short and intense pulses of neutrons for the
neutrons community. However, it is uncertain if this
can be done through multi-turn extraction with toler-
able loss-levels, simultaneously with the ESSνSB oper-
ation. A study of neutron targets that can tolerate the
fully compressed pulse extracted in a single turn is an
alternative solution.

A conceptual design of the injection beam dump was
presented, as well as a discussion of vacuum parameters.
The section ended with a discussion of safety aspects
required for the ESSνSB.

6 Target station

The target station facility is a key element of the
ESSνSB project, which will convert the 5MW proton
beam with a 14Hz frequency into an intense neutrino
beam. These particles are produced by the decay-in-
flight of secondary mesons (mostly pions), which are
created by the interaction of the proton beam within
the target and focused into a decay tunnel by a hadronic
collector. The technology chosen is based on a solu-
tion already studied in the framework of the Euro-
pean design study EUROnu [190], and it consists of
four solid targets, each embedded in a magnetic horn.
This hadronic collector, termed a “four-horn system”
and shown in Fig. 88, is supplied by a custom design
power unit, producing a high magnetic field capable of
focusing the pions inside the decay tunnel.

The revision of the baseline parameters with respect
to EUROnu [190] imposes significant changes on the
present project. Most of the elements must be refined;
in particular, the shape of the individual horns of the
target station and the dimensions of the facility. From
a technical point of view, the high-power deposition
inside the target imposes more stringent constraints on
the granular target in terms of cooling and mechanical
performance. The consequence of the change of the horn

shape and the fast commutation between the four horns
imposes a need for a new power-supply-unit scheme
based on a modular approach.

In addition, the facility building hosting the target
station will be subject to an intense flux of radiation,
producing high-energy deposition and high activation
levels in the surrounding materials. This facility will
also be equipped with essential elements including a hot
cell to repair the hadronic collector, a morgue to store
radioactive elements, and a beam dump to stop remain-
ing particles. The design of such a facility represents
a considerable challenge in terms of physics and engi-
neering, and has to be compliant with Swedish safety
regulations. In the following text, separate sections will
address the aforementioned evolution of elements, start-
ing with the defining factors of the target station and
followed by the proposed technological solutions.

6.1 Hadronic collector

In all neutrino Super Beam experiments, neutrinos are
produced by the decay-in-flight of mesons inside the
decay tunnel of the facility, through the following reac-
tions:

π+ −→ μ+ + νμ

π− −→ μ− + νμ.

The magnetic horns surrounding the target focus π+

(π−) and defocus π− (π+) particles, thanks to the
toroidal magnetic field generated by a short-pulse elec-
tric current running through the horn skin, to ulti-
mately produce the νμ (νμ) beam. The polarity of the
current allows for the selection between νμ (positive
polarity) and νμ (negative polarity) modes. Other types
of neutrino flavors are also produced by the decay of
other types of particles (like kaons) at lower rates.

The four-horn system, shown in Fig. 89, allows for
an effective reduction of the incoming beam power of
5MW delivered by the linac to a more acceptable level
of 1.25MW per target, with 2.5GeV proton kinetic
energy, 1.3µs pulse duration, and a 14Hz repetition
rate. Each pulse will therefore deliver 2.23 × 1014 pro-
tons/pulse/target. The transverse beam profile is char-
acterised by a quasi-uniform distribution formed by the
anti-correlated painting technique in the accumulator
ring (see Sect. 5.2).

The beam distribution on the targets is obtained
after the transport of the proton beam to the switch-
yard, its profile in the transverse plane has a diameter
of ∼ 2.8 cm and a divergence of 5 mrad. Due to the high
power and short pulse duration of the proton beam, the
ESSνSB target will therefore be operating under severe
conditions.

6.1.1 Horn shape optimisation

Due to the relatively low energy of the protons from
the ESS linac, the pions exiting the target are expected

123



3854 Eur. Phys. J. Spec. Top. (2022) 231:3779–3955

Table 18 Beam
parameters at the middle of
the target T2 when two
quadrupoles of the branch
are not functioning (failure
scenario)

Parameter Symbol Value Unit

Max beam size X /Y 12.48/14.95 mm

Max beam divergence X ′/Y ′ 8.31/12.81 mrad

Twiss parameters βx/βy 1.82/3.17 m

Twiss parameters αx/αy − 0.08/− 2.57 –

Fig. 88 Overview of the target station facility including the four-horn system, the decay tunnel, the beam dump, as well
as the hot cell used for manipulating/repairing the hadron collector

Fig. 89 The target station
for ESSνSB

to have a large angular spread. The shape of the horns
was determined using a deep-learning method based on
a genetic algorithm. This technique is an evolutionary
algorithm, in which a set of different geometric config-
urations of the system to be optimised is allowed to
evolve towards the best figure of merit (FoM), which is
taken to be the fraction of δCP. The configuration with
the best FoM value after several iterations, known as
“generations”, is taken as the optimised configuration
of the system (Fig. 90).

A simplified geometry consisting of the four targets,
together with the horn assembly and the decay tun-
nel has been considered and simulated with FLUKA
[176]. The system is characterised by a parameter set
defining the geometry of the horn and the length of

the decay tunnel. Each parameter has been allowed to
evolve within a range scaling between 0.5 and 1.5 times
the initial reference values. The results of these calcu-
lations suggest an overall increase in size for the target
station, as shown in Fig. 91.

This physics optimisation procedure resulted in a
nearly finalised horn shape. However, some additional
modifications—the most important of which was the
diameter of the horn neck (the part directly encir-
cling the target)—were determined by the target cool-
ing requirements. The final horn dimensions, for which
the results are discussed below, are shown in the techni-
cal drawing in Sect. 6.1.3. The neutrino fluxes obtained
for the final horn shape are represented in Fig. 92 with
the flavor composition given in Table 19.
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Fig. 90 Optimisation of the horn profile

Fig. 91 Definition of the horn parameters and their values obtained after optimisation

Fig. 92 The initial neutrino fluxes for the two horn polarities

Table 19 Neutrino flux
composition at 100 km Flavor ν Mode ν Mode

Nν(1010/m2) % Nν(1010/m2) %

νμ 674 97.6 20 4.7

νμ 11.8 1.7 396 94.8

νe 4..76 0.67 0.13 0.03

νe 0.03 0.03 1.85 0.43
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6.1.2 Granular target design

A granular target solution was proposed in the early
2000s by P. Sievers at CERN [191, 192], and was then
adopted in the context of the EUROnu project [190].
The main advantage of such a design in comparison
with a monolithic target lies in its possibility of the
cooling medium flowing directly through the target,
which allows for a better heat removal from the target
regions with the highest power deposition (specifically,
from the centre of the target co-aligned with the axis
of the impinging proton beam). In addition, the stress
levels are much lower in a granular target compared
to a monolithic design. This target concept has been
studied in the frame work of the ESSνSB project.

Target cooling concept The conceptual model of a
helium-cooled target is shown in Fig. 93. The granu-
lar target under consideration is a rod of 78 cm length
and 3 cm diameter, consisting of titanium spheres with
a mean diameter of 3mm, placed within a container
made of titanium. It has been assumed for the purpose
of this study that the porosity of the target is equal to
0.34, so that 66% of the target volume includes tita-
nium spheres, while the space between the spheres is
filled with the coolant (gaseous helium).

The impinging beam will consist of 1.3µs proton
pulses, repeated at a frequency of 14Hz. As a result
of the interaction of the beam with the target spheres,
an estimated 138 kW will be deposited in each tar-
get as heat. A map of the average power deposition
inside the target is shown in Fig. 94. Due to the high
power deposited (almost three times higher than in the
EUROnu project), efficient heat removal is a critical
issue.

Heat energy is deposited by the beam into the spheres
during a short time at the beginning of each cycle;
afterwards, it is transferred to the surrounding medium
over the remainder of the cycle (tc = 1/f = 0.071 s).
The principal mechanism of heat transfer is the trans-
mission of heat from the surface of the spheres to the
helium flowing outside, known as forced heat convec-
tion. Because of the large amount of energy released
in the titanium spheres, a high-helium mass-flow rate
is required. Passing such a big quantity of gas in the
axial direction through the target is not feasible, not
only due to the target length and its small diameter,
but particularly as a result of the high sphere-packing

ratio. This is the main reason for selecting transverse
target cooling, as shown in Fig. 93.

To facilitate the study of granular target cooling,
an analytical model has been proposed in [193]. This
model allows for a rapid estimation of the influence
of different parameters, such as the target geometry,
the packing ratio, and the flow rate on target cooling.
Figure 95 presents the average temperature Ta, pres-
sure p, velocity u, and density ρ of helium within the
first target sector (the first 8 cm of the target length)
plotted against the transverse coordinate ys, obtained
using this model (full details are given in [193]). The
results of the maximum sphere temperature (Ts)max,
minimum sphere temperature (Ts)min, and ΔTs vs. the
transverse coordinate ys are shown in Fig. 96.

Figure 97 shows steady-state results from a CFD
(Computational Fluid Dynamics) analysis performed
using ANSYS Fluent [194], for a helium global mass
flow rate ṁ = 0.3 kg/s (mass flow for the whole target)
and with the power distribution inside the target given
in Fig. 94. The numerical calculations for the packed-
bed target are used a porous-medium approach, as pro-
posed by Ergun [195]. The superficial velocity shown
in Fig. 97 is a related to the local velocity u and the
porosity of the porous medium. The profiles shown do
not change significantly along the target length, but
since the most proton beam power is released in the
initial part of the target, the temperature (apart from
the target initial part) decreases downstream from the
point of beam impact.

Both the analytical and the CFD simulations show
that the velocity of the flowing gas decreases in the
vicinity of the target axis, where the beam power den-
sity is the highest, and is higher at the outlet (Figs. 95,
97a). The decrease in the gas velocity in regions near
the target axis results in a significant reduction in the
heat transfer coefficient there, which in turn reduces
heat exchange between the spheres and the gas. As a
result, there is a considerable increase in the tempera-
ture of the spheres in this region. The maximum tem-
perature of the spheres has been found to be approxi-
mately 750K, well below the melting point of titanium
(about 2000K).

Static and dynamic stress in the target spheres The
power density averaged over the region of the “hottest”
sphere is about 2.8 × 109 W/m3 (compare Fig. 94).
Taking into account that the power is deposited only

Fig. 93 3D model of the
target concept based on a
packed bed of titanium
spheres
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Fig. 94 Map of power
deposition inside a titanium
granular target

Fig. 95 Helium-flow
parameters obtained from
the analytical approach for
transverse flow (first sector)

in the titanium spheres, which occupy 0.66% of the
volume, the power density used in the calculations is
4.25 × 109 W/m3. For the material properties specified
in Table 20, the maximum value of the steady-state
stress components and the von Mises stress is equal to
50.6MPa, for a sphere with 1.5 mm radius. The steady-
state stress is lower for smaller sphere radii. It is reduced
to 22.5MPa and 12.7MPa, for sphere radii of 1mm
and 0.75mm, respectively. The stress in a sphere can
be shown to be independent on the heat transfer coef-
ficient on the sphere surface.

However, the temperature on the spheres depends
on the heat transfer coefficient. This has been cal-
culated in the previous section, and it is equal to
about 4600 W (m2 K)), for spheres of 1.5mm radius.
Using this value, the maximum temperature increase

above the temperature of cooling helium at the tita-
nium sphere core is equal to: 555.7 ◦C, 349.6 ◦C and
254.4 ◦C, respectively, for the sphere radii of 1.5mm,
1mm and 0.75mm. The last two values are expected to
be even lower, since the heat transfer coefficient tends
to decrease with the sphere radius.

Thermal shock in the spheres that make up the tar-
get is an important issue. Analytical models that make
use of wave propagation in solids have been studied
for rods, discs, and cylinders in [196]. These analytical
solutions provide the necessary insight into the complex
phenomena resulting from thermal shock. The numeri-
cal study of thermal shock, e.g., using the finite element
method, calls for much care, in terms of the size of the
elements used and the integration time [197]. As a rule,
unrealistically low stress levels are obtained if the mesh
is not fine enough or the integration time step is too
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large. To obtain reliable results, a code using explicit
integration schemes can be used. The results discussed
below have been calculated using ANSYS LSDyna.

The energy released during each pulse by the proton
beam in 1 g of titanium that makes up the spheres is
estimated, based on the above steady-state value and
taking into account that the proton beam pulses are
repeated every 14Hz, to be about 67 J/g per cycle. For
the specific heat value used (cp = 600 J/(kg K)), this
results in a linear temperature increase of the “hottest”
titanium spheres during the duration of a pulse by
112K.

Figure 98a shows the dynamic stress at the sphere
centre, where the stress is the highest, over a time inter-
val three times the pulse length, for a sphere with a
radius of 1.5mm. The sphere is free to deform every-
where on its surface. The principal stress components,
which are equal to the stress components in the spher-
ical coordinate system σr, σφ and σθ, coincide for this
point. One can see from this figure that the beam pulse
length of 1.3µs is longer than the period of oscillations
of a sphere. The maximum value of dynamic stress is
equal to 83MPa. For comparison, about half of this
value would be found at a point located at a distance
of one-half radius from the centre. Additive superposi-
tion of the stress wave at the end of the pulse appears in
the plot, as has been discussed for discs in [196]. Since
the dynamic stress has an oscillatory character, it will
combine with the static stress, irrespective of the sign of
the latter. The maximum static plus dynamic stress is
below the tensile strength of titanium (220MPa), and
especially that of some titanium alloys (the mechani-
cal properties of which can, however, deteriorate signif-
icantly with temperature). Material and fatigue issues
in the presence of high temperature and radiation will
require additional study.

As a general rule, the stress due to thermal shock
of a given pulse length tends to decrease for smaller
radii, but the additive superposition mentioned above
can also play an important role. Figure 98b shows the
stress components for a sphere with radius equal to
0.75mm. The maximum value of dynamic stress in this
case is equal to 52MPa. The packing fraction is equal
to 0.66, the same as for the spheres with 1.5mm radius.

The value of radius equal to 1.5mm has been used
when studying target cooling to allow for an efficient
flow of helium gas through a packed-bed target. Reduc-
ing the sphere size imposes more severe conditions on
the cooling system performance, since smaller radii lead
to a higher pressure drop of helium. For this reason, the
radius of the spheres was kept equal to 1.5mm as a base-
line. Concerning the stress in the spheres, it would be
advantageous to reduce the sphere size. To make the
final selection of the sphere radius, some experimen-
tal results will be required, primarily to test how the
sphere size affects the flow of cooling helium through a
packed-bed target.

Table 20 Material properties of titanium spheres used in
stress calculations

Mass density 4.51 × 103 kg/m3

Young’s modulus 106GPa

Poisson’s ratio 0.34

Specific heat 600 J/(kg K)

Thermal expansion coefficient 8.4 × 10−6 1/K

Thermal conductivity 17W/(m K)

6.1.3 Magnetic horn design

Figure 99 shows the final optimised shape of the
ESSνSB horn.

Different aspects must be considered in a horn design,
including the magnetic field calculation, horn cooling,
as well as the mechanical stresses due to magnetic,
mechanical, and thermal loading. All results discussed
below have been obtained using the ANSYS finite ele-
ment code.

Magnetic field due to current pulsing The mag-
netic field is generated when the horn undergoes a
100µs current pulse of magnitude 350 kA. A semi-
sinusoidal current pulse will be provided by a power
supply unit, which is discussed in detail in Sect. 6.2.
Figure 100 shows the magnetic flux density inside a
magnetic horn at time t = 50µs, when the current
takes on its maximum value. The maximum calculated
magnetic flux density is about 2.1T.

Power deposition inside the magnetic horn
The power deposited inside the magnetic horn dur-
ing each cycle comes primarily from two sources: the
secondary particles leaving the target during a beam
impact (Fig. 101) and the Joule heat losses caused by
the high-amplitude current pulsing through the horn
skin (Fig. 102). In calculating Joule heat losses, an
electromagnetic analysis has been performed, which
accounts for the skin effect in the horn wall. A sum-
mary of the power deposited in different horn sections
can be found in Table 21.

Estimation of the required water mass flow
rates Based on the balance of energy transferred to
the water from each of the separate horn sections and
the increase in the internal energy of cooling water, the
mass flow rate of water required for the operation of
the cooling system can be calculated from the formula

ṁ =
PSP + PJH

cwΔTw
, (6.1)

in which: PSP and PJH is the power from the secondary
particles and from Joule heat losses in a given section,
respectively; cw is the specific heat of water; and ΔTw

is an increase in the water temperature.
Assuming the specific heat of water cw =

4193 J/(kg K) and the increase in water temperature
due to the transmission of energy from the cooled sur-
face equal to ΔTw = 10 ◦C, the mass flow rate for
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Fig. 96 (Ts)max, (Ts)min

and ΔTs of spheres in each
beam cycle (first sector)

each section of the horn can be estimated as listed in
Table 22, and sketched in Fig. 103.

Horn average temperature in steady-state
operation Given the power deposition by the sec-
ondary particles and Joule heat losses included in Table
21, the average temperature of each horn section has
been estimated analytically. The value of the heat
transfer coefficient H = 3000W/(m2 K) has been used
for the entire horn surface. The results are collected in
Table 23.

Assuming a cooling water temperature of Tw =
25 ◦C, the highest temperature (51.40 ◦C) is expected
to occur on the horn walls in the direct vicinity of the
integrated target (the “Inner1” section in Fig. 103).

Numerical analyses have also been performed with
respect to the cooling of the horn, using the same values
of deposited power. The temperature calculated using
ANSYS is 51.26 ◦C, which is comparable to the results
obtained using the simplified analytical approach.

Mechanical stresses in the horn Figure 104 gives
the results of the structural analysis of a magnetic horn
under a single current pulse. The maximum stress in
the horn shell is equal to 28.2MPa and the maximum
longitudinal displacement is equal to 0.1mm. The max-
imum values occur at different horn locations, but also
at different times. These values fall entirely within the
acceptable limits.

The steady-state stress levels due to the calculated
thermal load are shown in Fig. 105, for the heat trans-
fer coefficient of 3000W/(m2 K). The maximum steady-
state stress is low (below 10MPa).

6.1.4 Target-horn integration issues

Figure 106 shows the direction of gas flow through the
target shell, with the gas inlet located at the bottom
and the gas outlet at the top of the shell. Figure 107
shows the cross-section of the proposed integration con-
cept of a target inside a horn. The design consists of:
the granular target spheres placed inside a 2mm-thick
titanium container (in red), the outer 2mm-thick shell
(also in red), two 2mm-thick plates which connect the
target container to the outer shell, and the horn inner
conductor (in violet). There is a 1mm thick layer of
gaseous helium (in blue) between the outer shell and
the horn inner conductor, which provides thermal insu-
lation. The location of the attachment of the plates has
been chosen for two reasons: First, they separate the
lower channel, into which cooling helium is pumped,
from the upper channel, from which hot helium will be
extracted. Second, they act as a link between the tar-
get container, target shell, and the horn wall. They are
also placed in a region of a relatively low temperature,
which ensures the acceptable levels of thermal stress.

Initially, three gas inlet and three gas outlet channels
were considered for cooling the target, as was proposed
in the EUROnu project. However, the calculations have
shown that for such a layout most of the gas tends to
flow directly towards the outlets, omitting the central
area of the target located around the z -axis, where the
most power is deposited. For this reason, to ensure the
flow of the gas through the centre of the granular target,
a design has been proposed in which the gas inlet is
located on the opposite side of the gas outlet, as shown
in Fig. 106.
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Fig. 97 Distribution of superficial velocity [m/s] (a), temperature [K] (b), absolute pressure [Pa] (c), and density [kg/m3]
(d) of helium flowing upwards in the transverse direction through the first two sectors of the target under constant helium

mass flow 300 g/s and with the non-homogeneous power deposition inside the target having a total value of Q̇ = 138.53 kW

Fig. 98 Dynamic stress at the sphere core
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Fig. 99 Sketch of the magnetic horn proposed for ESSνSB

Fig. 100 Magnetic flux density in tesla inside a horn and
surrounding space, at time 50µs when the value of current
is equal to 350 kA (after the current discharge)

Figure 108 shows the top–down view of a layout of the
openings in the target container, to allow for the trans-
verse flow of helium through the granular target. The
width of each opening is 1.5mm, the distance between
them is 4.59mm(there are 128 holes along the shell
length of 78 cm), and the total surface of the holes is
equal to twice the overall cross-section area of the gas
inlet and outlet channels. The size and distribution of
the openings at the bottom (gas inlet) and the top (gas
outlet) of the target container are the same.

Figure 109 shows the numerical results obtained with
inner horn diameter d = 80mm, helium mass flow
rate ṁ = 0.3 kg/s, power deposition P = 138.53 kW,

and the titanium granular target modelled as a porous
medium. It has also been assumed in these calculations
that the heat transfer coefficient at the surface of the
horn sprayed by water jets is 3000W/(m2 K), and that
the space between the shell and the horn is filled with
helium.

Figure 110a shows the temperature in the outer shell,
under the conditions specified above. Assuming that the
container and the outer shell are connected by plates
along their length, and that the plates are fixed on
their outer edges, the maximum deflection of 0.28 mm
occurs at the end of the outer shell, whereas the max-
imum von Mises stress in the outer shell is around
100MPa. This is the maximum value of stress, except
for very localised stress concentrations at both ends of
the plates, which will depend on the plate-attachment
configuration. The plots of the displacement and von
Mises stress are shown in Fig. 110b, c, respectively.

As far as the electrical insulation is concerned, the
horns will be insulated from both the support frame
and the cooling manifold. Additionally, the target must
not be grounded.

6.1.5 Four-horn support system

The static and dynamic analyses of the four-horn sup-
port frame are discussed in the following subsections.

Static analysis of the four-horn support system
Figure 111 shows the general concept of a four-
horn support frame. The proposed solution takes into
account both the assembly and operation conditions.
For this purpose, a frame system was proposed which
provides a relatively easy access to the horns and their
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Fig. 101 Power density in
kW/cm3 inside the
magnetic horn skin due to
secondary particles

Fig. 102 Joule power
density per unit volume in
W/m3 in the horn skin, at
time 50µs (horn outer skin
is not shown)

Table 21 Power deposition inside the horn by secondary
particles and Joule heat losses

Sec. part.

(kW)

Joule heat
(kW)

Total
(kW)

End plate 5.28 1.25 6.53

Inner1 9.99 5.80 15.79

Inner2 2.37 1.79 4.16

Inner3 1.00 0.54 1.54

Inner4 1.50 1.91 3.41

Convex 1.74 2.60 4.34

Outer 13.97 1.07 15.04

Total 35.85 14.96 50.81

Table 22 Mass flow rate for different horn sections, assum-
ing a water temperature increase of ΔTw = 10 ◦C

ṁ (kg/s) Fraction (%)

End plate 0.156 12.82

Inner1 0.378 31.06

Inner2 0.100 8.21

Inner3 0.037 3.04

Inner4 0.082 6.74

Convex 0.104 8.55

Outer 0.360 29.58

Total 1.217 100
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Fig. 103 Model of the
horn with values for each
section of power deposition,
required mass flow rate,
and temperature

additional equipment (water jets, drain pipes, etc.), as
well as sufficient stiffness resulting in minimum verti-
cal deflections of the horns themselves (y-direction). In
the proposed approach, each horn is directly supported
on two saddle supports, which are located at positions
in the z -direction that ensure equalisation of the max-
imal values of the bending moment distributed along
the z -axis. These points are taken at z1 = 570mm and
z2 = 2100mm, measured from the inner edge of the
collar of the horn, at the upstream end of the horn. All
the elements of the frame will be made of aluminium. It
is also assumed that the frame will be rigidly supported
at several location on its top and bottom, including the
corner points.

The saddle supports are placed on a horizontal sup-
porting plate, which is attached to channel sections at
both ends parallel to the x -axis. These are joined by
means of welding in the four corners to the frame sys-
tem. Taking into account the mass of the horn and its
surrounding equipment (not modelled), the stiffness of
the plate alone is too low to keep the vertical deflec-
tions within the required range. Therefore, to increase
the plate stiffness, a set of three vertical ribs is intro-
duced, welded to the bottom of the plate.

For the supporting frame, a channel section has been
chosen. The proposed aluminium channel section has
the standard dimensions (C-cross section: 250mm ×
150mm×18 mm), and it consists of commercially acces-
sible elements. The numerical results obtained for the
designed structure are as follows:

• The maximum absolute value of vertical deflection
for the horn assembly: uy = 2.06mm; (Fig. 112)

• The maximum absolute value of vertical deflection
for the support system: uy = 1.85mm; (Fig. 113)

• The maximum value of equivalent stress for the horn
assembly: σeqv = 39.3MPa;

• The maximum value of equivalent stress in the sup-
porting plate: σeqv = 18.8MPa;

Table 23 Average horn temperature for each section

of the horn, assuming a heat transfer coefficient h =

3000W/(m2 K) and water temperature Tw = 25 ◦C

A (m2) Tmax (◦C)

End plate 2.294 25.95

Inner1 0.199 51.40

Inner2 0.803 26.73

Inner3 0.988 25.52

Inner4 0.757 26.50

Convex 3.63 25.40

Outer 14.52 25.35

The results illustrating the discrepancies from the
perfect horizontal position of the top and bottom horn
axes, defined by the vertical deflections in two chosen
points (see Fig. 114) are as follows:

• Top horn: Δuy = |−1.58 + 1.21|mm = 0.37 mm
• Bottom horn: Δuy = |−1.57 + 1.22|mm = 0.35 mm.

Dynamic analysis of the frame with four horns
Table 24 gives the lowest natural frequencies of a frame
with the four horns. The thickness of the plates of
the saddle supports is equal to 20mm—the value was
also used for the static analysis. These frequencies have
been obtained under the condition that the frame is
restrained at its top and bottom. It is important to
ensure that this condition will be met in the final design.
Should either the top or the bottom part of the frame
be flexibly attached, much lower frequencies will result,
which would lead to unacceptably high frame displace-
ment due to the magnetic pulses.
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Fig. 104 Results of horn structural analysis due to magnetic forces

Fig. 105 Thermal stress in a magnetic horn, assuming
heat transfer coefficient between horn and water h =
3000 W/(m2 K)

Fig. 106 Direction of helium inflow and outflow

Fig. 107 Cross-section of the proposed horn–target inte-
gration (horn in purple, target container, target shell and
connecting plates in red, thermal isolation in blue) used for
the calculations

The frame has been designed, so that its natural fre-
quencies with the four horns are not near the pulse-
repetition frequency of 14Hz, to avoid the risk of reso-
nance. However, the natural frequencies may change if
additional elements add substantial mass or stiffness to
the structure. To avoid this effect, both the striplines
and the cooling water pipes need to be connected flexi-
bly to the horns (for the pipes, a flexible connection has
been proposed using bellows which surround the water
jet nozzles). Figure 115 shows the mode shapes of the
lowest vibration mode (Fig. 115a), as well as that of a
higher mode, with a frequency of 23.93Hz (Fig. 115b),
the first mode that displays a substantial deformation
of the frame.

The analysis of the stress in the horn discussed in
Sect. 6.1.3 used the Lorentz forces obtained from a
finite-element magnetic analysis. All components of the
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displacement of the nodes that are in contact with the
cradle supports have been set to zero in this calcula-
tion. To estimate the displacement and stress due to a
current pulse for a horn mounted in the support frame
and for the frame itself, an approximate approach is
used here. This is unavoidable, due to the very large
finite-element model used.

It has been assumed that the magnetic field every-
where within a horn is toroidal, so that it can be approx-
imated by a magnetic flux Bϕ(r) = μ0I/(2πr). It has
been verified, by comparing with the finite-element elec-
tromagnetic results, that this is a reasonable approxi-
mation of the field everywhere inside the horn, includ-
ing the region near its end. The Maxwell stress tensor
formula is used to account for the action of the magnetic
forces on the horn skin. In this approach, the traction
(force per unit area) acting on a surface element with
the normal n is equal to

Tn =
1
μ0

[
(B ◦ n)B − 1

2
B2n

]
. (6.2)

Here, n is a unit vector that points from the horn
skin towards the horn interior, where B is the mag-
netic induction vector as the horn skin is approached
from the inside. It has been verified analytically, that
with the assumed direction of the magnetic induction
vector, the first component disappears everywhere on
the horn surface, including the toroidal end part. As a
result, the surface traction reduces to a negative pres-
sure − 1

2μ0
B2(r).

Figure 116 shows the three components of displace-
ment at a point on the horn neck, resulting from a single
pulse with a current of amplitude 350 kA and a 100µs
duration. The curve with the highest amplitude oscil-
lations corresponds to the axial displacement, with a
maximum value of about 0.25mm. This displacement
is determined by the magnetic forces that act on the
curved end part of the horn, as well as by the stiff-
ness of the cradle supports. The transverse displace-
ments are small, which is important from the point of
view of beam alignment. It has also been found that
the dynamic displacement of the frame is considerably
smaller than that of the horn, so that the vibration
transmitted from the horn to the frame appears to be
at an acceptable level. Higher amplitudes can appear
under a sequence of pulses, but these should still be
acceptable in the absence of resonance.

The maximum calculated von Mises stress during a
single pulse is about 24.5MPa, and it occurs in the horn
inner conductor. This value is comparable to the more
accurate result given in Sect. 6.1.3 (the smaller value of
stress and greater displacement is consistent with the
flexibility of the support). Considerably lower values of
stress are found on the support frame. These values
should be feasible for aluminium, also when the four
horns are pulsed simultaneously. Additional studies are
still needed to confirm this conclusion.

6.2 Power supply unit

The magnetic field in each horn is produced by a power
supply unit (PSU), which delivers 350 kA peak-current
pulses to each of the four horns, synchronised with the
proton beam pulses coming from the switchyard (see
Fig. 117).

The power supply unit has been developed in accor-
dance with the following main requirements:

• Each horn is pulsed by a half-sinusoid current wave-
form of 100µs width and 350 kA peak current, with a
very high RMS current of 9.3 kA. The magnetic horn
behaves as a “shunt” with a very low inductance of
1.24µH and a low resistance value of 0.414mΩ.

• The pulses will be generated at a high operating fre-
quency of 14Hz for each horn, with a 750µs delay
time between each horn.

• The maximum operating voltage is restricted by
electrical insulation and technical constraints to <
20 kV.

• The proposed electrical solution must reduce the
thermal dissipation in the horns to a minimum.

• The PSU electrical consumption is minimised by
developing a solution that allows for maximal energy
recovery.

• The components have been designed to accept very
stringent electrical constraints during their opera-
tion.

• A water cooling system will be implemented to
improved durability.

The delivery of such high-intensity pulses and the fast
commutation between the horns at the level of 750µs
imposed by the linac presents serious constraints in
terms of lifetime for the electrical components. The
proposed design is based on a modular approach, and
it should guarantee a reasonable stability of the PSU
with the minimum of maintenance for the duration of
the experiment.

6.2.1 Principle of µs pulse generation

The power supply unit consists of 16 modules connected
in parallel, capable of delivering 350 kA to each horn,
with 100µs duration, at 14Hz. The principle of gener-
ating short pulses by each module is based on an oscil-
lating circuit, which consists of two parts, as shown in
Fig. 118.

The charger circuit supplies +14 kV and will charge
the main capacitor C , which is common to the dis-
charge circuit. It also contains a recovery circuit with
a resistor Rr, diode Dr and the coil Lr, ensuring good
energy recovery. Once the capacitor is charged, the dis-
charge big switch is turned on and a +44 kA pulse with
100µs duration is delivered by the discharge circuit,
which consists of a resistor Rd and a coil Ld repre-
senting the electrical properties of the stripline and the
horn.
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Fig. 108 Pattern of helium entry and exit openings of uniform size in the target container

Fig. 109 Numerical results for helium flow under a steady-state power deposition condition for titanium spheres, inner
horn diameter d = 80 mm, and the pattern of shell holes of uniform size
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Fig. 110 Mechanical analysis of the shell and target container

Fig. 111 a General view
of four horn support
system, b side view

At the beginning of the sequence, all 16 PSU mod-
ules are fully charged and ready, and eight of them
are simultaneously discharged in the stripline to pro-
duce the 350 kA full intensity in one horn, as shown in
Fig. 119. After 750µs, another eight modules are simul-
taneously discharged to supply another horn, and the
cycle continues.

The values of the critical electrical constraints in the
discharge and recovery stages are given in Table 25. The
high peak current and the RMS values make it impos-
sible to find any switch components or coils capable of

working under such demanding electrical constraints.
Therefore, a modular approach has been developed to
accommodate this limitation.

6.2.2 Modular approach and PSU implementation

The modular approach is necessary to reduce these
electrical constraints. In this case, a good compromise
between electrical safety and the lifetime of components
can be obtained. The PSU will use eight outputs, called
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Fig. 112 Distribution of vertical deflections in four-horn
assembly—results in mm

Fig. 113 Distribution of vertical deflections in supporting
frame—results in mm

units, capable of delivering 44 kA each. These units con-
nected in parallel can deliver the nominal current of
350 kA to each horn, as shown in Fig. 120.

The electrical constraints for one 44 kA unit are given
in Table 26. For the sake of recovery, the frequency of
the charger must be higher than the output frequency.
The low value of the electrical resistivity in the dis-
charge and recovery circuit enables limiting the charger
current to 3% of the total current used, to provide the
necessary 44 kA. Therefore, a charger delivering only
18 kW of average power and 24 kW of peak power and
working at 15Hz is sufficient.

Fig. 114 Control point K and L location

Figure 121 shows the dimensions of one module and
the position of all 16 modules outside of the target sta-
tion facility. The length of the striplines (in yellow) from
the horns to the last module has been limited to 33 m
due to electrical requirements.
6.3 Target station facility

The target station facility hosting the four-horn system
will receive the 5MW proton beam and convert it to
a very intense neutrino “Super Beam”. Because of the
significant amount of power deposited in the full layout
and the production of radionuclei, the main elements of
the structure (shown in Fig. 122) have been analysed
through Monte Carlo simulations, to propose a reliable
safety solution in terms of radioactivation, which will
be able to meet the regulation rules in Sweden.

In the following sections, the decay tunnel and the
beam dump will be discussed in detail from a technical
point of view, along with the radiation safety aspects.

6.3.1 Decay tunnel

The dimensions of the decay tunnel play an important
role in defining the neutrino beam composition deliv-
ered to the detectors. An optimisation procedure based
on a genetic algorithm (see Sect. 6.1.1) fixed the width
and height of the decay tunnel at 5m and the length at
50m. The decay tunnel will be filled with helium gas
contained in a 10 cm-thick vessel made of aluminium,
and fully surrounded by a 5.5m layer of concrete, to
protect the underground site hosting the target station
facility (see Fig. 123).

Dedicated FLUKA power deposition studies have
shown that the secondary meson beam deposits 840 kW
and 612 kW, respectively, in the decay tunnel vessel and

Table 24 Ten lowest natural frequencies of the frame with the four horns

Mode number 1 2 3 4 5 6 7 8 9 10

Frequency (Hz) 10.53 10.72 10.86 11.20 11.20 23.59 23.93 24.82 24.82 26.29
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Fig. 115 Mode shapes of the frame with the four horns

Fig. 116 Components of displacements at a point on the
horn neck, under a single pulse of current of amplitude
350 kA and 100µs duration

Fig. 117 Proton pulsing scheme

in the concrete shield surrounding it. The correspond-
ing distribution (in kW/cm3) is shown for both parts
in Fig. 124, and it requires the design of an efficient
cooling system to evacuate the deposited power.

6.3.2 Beam dump

The beam dump of the target station facility plays
an important role in shielding/protecting the under-
ground site from being radio-activated by the remain-
ing radiation reaching the end of the decay tunnel. The
5MW proton beam power and the geometry of the four-
horn system require a non-standard design compared to
presently running experiments. It will have to adopt a
non-trivial structure that fulfils specific needs to be able
to withstand such an unprecedented radiation environ-
ment. Among these, the most important are:

• to be able to withstand the power deposition from
remaining secondaries from the 5MW proton beam
interaction with the four targets,

• to offer maximum shielding for the underground site
to confine all radiation,

• the grade of the core material must be a trade-off
between the material properties and the price. How-
ever, this work adopts a graphite grade between Sec
Carbon Ltd PSG-11 and MSG[198] as the baseline
material for the beam dump core.

The performance of the ESSνSB beam dump has
been evaluated by a Monte Carlo simulation based on
FLUKA coupled to a Finite-Element Method Analy-
sis simulation based on COMSOL [199]. This study
focuses on the thermo-structural analysis of the beam
dump cores and the cooling system. The initial design
is inspired by previous project, such as EUROnu [200].

Estimation of power deposition in the Beam
Dump Figure 125 shows an expanded view correspond-
ing to one horn of the full beam dump core with
5m × 5m dimensions. The distribution from the one-
horn model shows that the secondary beam deposition
profile on the surface of the dump core follows a 2D-
Gaussian distribution, with σ ∼ 36.17 cm. Figure 126
shows the power density distribution in the beam dump
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Fig. 118 Electrical
diagram for delivering
350 kA peak current during
100µs half period (left),
and electrical values of the
components (right)

Fig. 119 Principle of delivering 350 kA peak current during a 100µs half period

core body, along its depth (in the direction of the beam-
axis). The maximum power deposition is found at the
core depth between 15 cm and 70 cm from the front face
of the beam dump core block. These results demon-
strate that the ESSνSB beam dump will be operating
under a severe thermal load, which implies a non-trivial
design of the geometry and its cooling scheme.

The beam dump structure depends on four indepen-
dent core segmented blocks (seg-blocks). Each block
in position faces one of the four horns, to distribute
the total power deposition between four independent
cores. Zig-zag blocks with 1 cm opening between them
have been considered to allow for the thermal expansion
of individual blocks. The four segments are separated

Table 25 Electrical constraints of the PSU for one horn
pulsed at 14Hz

Discharge Recovery

di(t)
dt

(A/µs) 11,000 40

IPeak (kA) 350 22.4

IRMS (kA) 9.3 2.4

by a cross-shaped support structure. Figure 127 shows
the geometrical structure, dimensions, and the assem-
bly/disassembly procedure of the proposed segmented
block core and its cooling system.
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Fig. 120 Principle of
delivering 350 kA with 16
modules

Fig. 121 Power supply unit

Fig. 122 Target station facility
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Fig. 123 ESSνSB decay tunnel layout

Fig. 124 Power deposition density distribution inside the decay tunnel in kW/cm3

The left panel in Fig. 128 shows the design sim-
ulated with COMSOL, while the right panel shows
the power deposition density distribution in the full
5m × 5m core, the heat sink plates, and the support
structure. A total power deposition of 854 kW/4-horns
(or 213.5 kW/horn) was found in the complete core
body.

Thermodynamic analysis COMSOL FEA2 sim-
ulations were performed to examine the thermal per-
formance and thermo-structural behaviour of the pro-
posed beam dump design with respect to the applied
thermal load. To avoid direct contact of leaked water
with the graphite blocks, the use of 30 cm support
plates as heat sinks with water channels drilled inside

2FEA : Finite-Element Analysis.

the plate body has been considered. The support- and
the outer heat-sink plates are assumed to be made of
a copper–chromium–zirconium (CuCr1Zr-UNS C18150
[201]) alloy, similar to that used for the new proton syn-
chroton booster- (PSB [202]) and the ESS beam dumps.

A fully developed 15 ◦C water flow in the chan-
nels was assumed. The results show that the cool-
ing efficiency, evaluated by the maximum temperature
found in the entire volume of the beam dump struc-
ture, reaches a quasi-plateau starting from 40L/min.
A flow rate of 50 L/min will be used in discussing the
following simulation results. Moreover, some conserva-
tive hypotheses have been tested regarding the thermal
transfer between the heat sink plates and the graphite
blocks. A “perfect contact” was assumed between the
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Table 26 Electrical constraints on a unit circuit delivering 44 kA

Frequency (Hz) di(t)
dt

(A/µs) IPeak (A) IAverage (A) IAverage (A) Q (C)

Charge 15 2 4 1.35 0.09

Recovery 14 5.9 2800 300 39.5 2.8

Discharge 14 1500 44,500 1200 40.85 2.9

Fig. 125 Power surface density of one horn shows a circu-
lar Gaussian distribution with σ ∼ 36.17 cm (black circles)

heat sink plates and the graphite blocks, i.e., COM-
SOL assumes that the thermal contact resistivity = 0
[m2 · K/W] at the interfaces between these two bod-
ies. While this assumption is not optimal, due to the
surface roughness of the two surfaces in contact, cal-
culating the joint conductance at the interface, hj , on
the other hand, is not a trivial process and depends on
so many “practical” parameters that one cannot easily
guess.

Figure 129 shows the temperature distribution on the
surface (upper left) and in a 2D cross-sectional planes
across the bulk (upper right) of the beam dump core.
The distributions show that the highest temperature,
with a value of 502K, is found at the interface between
the two blocks of each segment, which then degrades
through the core bulk. This value is compared to 761K
and 774K for the one-block and EUROnu-like struc-
tures, respectively (putting in mind that these two lat-
ter structures adopt surface cooling only). The tem-
perature of the cooling water increases at the exit of
the channels, compared to that at the entrance, by a
maximum value of 10K. Figure 129 (lower right) shows
the von Mises stress distribution in the segmented block
structure. While the graphite blocks of the surface cool-
ing structure do not show high stress values, the stress
on the surfaces of the middle heat-sink channels is high,
with a maximum value of ∼ 219MPa. This high value
is due to the thermal expansion of the graphite blocks,
which exert additional outward pressure on the heat-
sink plates. However, it is still below the yield strength
of the Cu alloy, ∼ 310MPa (@ 20 ◦C). The highest

von Mises stress for the one-block and the EUROnu-like
structures can be found to be 325MPa and 322MPa,
respectively.

The maximum von Mises stress found in the graphite
bulk of all structures is less than 10MPa. Moreover, the
deformation in the core structure due to such a thermal
load and the stresses were studied, and they are pre-
sented in Fig. 129 (lower-left). A very small deformation
was found in the segmented block core, with a max-
imum displacement of 1.14mm, compared to 3.5mm
and 3.82mm in the one-block and the EUROnu-like
cores, respectively. It is important to note that that
COMSOL accounts for the differences in the coeffi-
cient for thermal expansion (CTE) between the differ-
ent materials in contact.

To evaluate the radiation hardness performance, all
studies have been repeated for a potential one- and all-
horn failure scenario. In the first case, the 5MW of
beam power will be shared by the other three horns,
i.e., 1.66MW/target, a condition that will cause higher
local power deposition in the target-station parts and
the beam dump core. Again, the segmented block
design has a better cooling and mechanical perfor-
mance with Tmax ∼ 650K, compared to Tmax ∼ 864K
and Tmax ∼ 957K for the one-block and EUROnu-
like designs, respectively. The dynamic response of the
beam dump core to the beam impacts (e.g., the von
Mises stress and the temperature evolution as a func-
tion of time) is a very important parameter that will
still need to be studied.

Beam dump stopping efficiency Here, the stop-
ping efficiency at the end of the decay tunnel is stud-
ied for the proposed core structure, with respect to the
unabsorbed primary protons and the remaining sec-
ondary particles. The particle yield, ηpar (par denotes
particle type), was measured at different locations
inside the beam dump: (a) on the upstream face of the
beam dump core, (b) on the downstream (exiting) face
of the beam dump, and (c) on the downstream (exit-
ing) face of the last concrete block of the beam dump
structure. The core stopping efficiency is then calcu-
lated by taking the ratios of ηpar at (b) and (c) with
respect to that at a. The stopping efficiency at (b) was
found to be ¿ 98% for all scored particles. Moreover,
no particles were found exiting the boundary surface c
(i.e., no particles passing through the beam dump to the
underground site behind it) with respect to the num-
ber of generated pot (protons-on-target). This indicates
that the overall protection performance complies with
the safety requirements for the ESS underground site.
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Fig. 126 Edep density (kW/cm3) deposited into the one-block core (black dots). Upper frame shows the maximum value
of the Edep density along the depth (beam axis) of the dump core (white dashed line)

Fig. 127 Segmented dump core with water cooling technique geometry and assembly process

Table 27 presents a summary of all parameters consid-
ered in the beam dump studies.

6.4 Radiation safety

Due to the high intensity of the primary proton beam
delivered on the four targets, high interaction rates are
expected between the resulting secondary beam and
the different parts of the target station. The different
density and Z-composition of the materials that com-
pose these parts are expected to cause different lev-
els of radio-activation. The main objective is to evalu-
ate the radiation protection risks in the target station

complex, to respect/obey the applicable ESS Radia-
tion Safety Functions (RSF) (the IAEA standards +
ESS specifications) to prevent or mitigate the radio-
logical hazards (i.e., a dose uptake to on-site person-
nel and to the public). In particular, the prompt and
residual dose-equivalent rates, the radio-activation and
radioisotopes formation and energy deposition estima-
tion are the most important radiation safety param-
eters that will be reported here. Moreover, the level
of radio-activation of the different parts of the tar-
get station facility depends on the running mode of
the experiment. Three main running modes: commis-
sioning, normal, and emergency running modes have
been considered. Because the design of the commis-
sioning procedure of the individual parts of the facility
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Fig. 128 Beam dump

Fig. 129 Temperature
distribution on the surface
(upper-left) and in 2D
planes in the bulk
(upper-right) of the dump
core. Structural
deformation level
(lower-left) and von-Mises
stress distribution
(lower-right)
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Table 27 Summary of the results obtained from studying the essential design evaluation parameters

Core
geometrical
structure

Material(s) Cooling
technique

Mass
(main
piece)
(kg)

Max.
temp.
(K)

Max.
displacement
(mm)

Max.
stress
(von
Mises)
(MPa)

Stopping
power (%)

One-block Graphite/Cu Water (side) 99,840 761 3.5 325 ¿ 99

EUROnu Graphite/Cu Water (side) 50,169 774 3.82 322 ¿ 98

Seg-blocks Graphite/Cu-alloy Water
(side/bulk)

16,390 502 1.14 219 ¿ 98

is still in progress, the activation studies for the run-
ning mode are not finalised, and therefore will not be
presented in this document. However, for the case of
the emergency operating mode (i.e., with three active
horns instead of four), the total beam power is still
preserved. Thus, only local positions within the differ-
ent internal structures will be affected, and the inte-
grated values of the studied safety parameters over
the whole volume of the individual parts will be the
same. The proton beam profile used in the FLUKA
simulations was taken from Sect. 5.8, generated at the
entrance of the baffle/collimator system, ∼ 3m before
the target canister surface. An exposure time of one
operation-year (i.e. 200 days) has been assumed in the
simulations, with 3.19 × 1015 pot/s/horn (or 5.4 × 1022
pot/op-year/horn) of 2.5GeV beam kinetic energy and
1.25MW/target beam power.

6.4.1 Shielding

The design of the target station shielding was opti-
mised based on the general radiation protection guide-
lines, the prompt and residual dose calculations, and
the radio-activation analysis of the different parts of
the target station facility. The primary source of radi-
ation will be the 4 horns and targets in the 4-horn
gallery area, the decay-tunnel vessel in the decay tun-
nel area, as well as the support structure and the
graphite cores in the beam dump area. To provide radi-
ological shielding for the underground site surround-
ing the horn/target area, the helium vessel of the 4-
horn gallery will be surrounded on all sides by ∼ 2.2m
thick iron inner-shield followed by ∼ 3m thick con-
crete outer-shield. Although integrating concrete with
sodium-acetate enhances the thermomechanical per-
formance of concrete [203], a low-sodium concrete is
recommended for the shielding to limit the formation
of radioactive sodium isotopes. In the present simula-
tions, normal concrete (i.e., with low-sodium content)
is assumed. Moreover, the outer concrete shield will
need to be sealed to prevent air leakage from the region
immediately surrounding the 4-horn helium vessel into
the target station atmosphere. This was achieved by
adding an extra 3m-thick concrete block on top of the
4-horn gallery area. One issue here is that there must
be a way to open the shielding to have access to the
components within the 4-horn gallery. This is achieved

by constructing the top of each shield with stacked
concrete blocks that can be moved aside by a crane.
Preliminary simulations also indicated that ∼ 2.5m-
thick concrete block must be placed before (upstream
to) the baffle/collimator system, to protect the switch-
yard area from back-scattered radiation coming from
the horns and the targets. To protect the underground
site beyond (downstream), the beam dump will be sur-
rounded by ∼ 5.5m concrete shielding on all sides, and
with ∼ 3.4m alternating layers of iron blocks, plus a
final concrete block furthest downstream. The decay
tunnel will be surrounded by ∼ 5.5m concrete shield-
ing on all sides, as well.

6.4.2 Dose equivalent rate calculations

The prompt dose equivalent rates were calculated from
the convolution of the fluence of neutrons, protons,
charged pions, and muons with their respective energy-
dependent fluence-to-effective dose conversion coeffi-
cients. The residual dose equivalent rates were calcu-
lated by the convolution of the fluence of photons, elec-
trons, and positrons from γ- and β-decays with the
respective energy-dependent fluence-to-effective dose
conversion coefficients. The dose conversion coefficient
EWT74 provided by the FLUKA database was used.
Various cooling times: 1 s, 1H, 1 day, 10 days, 1 and
3 months after turning off the beam were assumed
for the residual dose equivalent rates calculations. The
radiation categorisation of the specific zones of the tar-
get station complex relies on the Radiation Protec-
tion Ordinance (RPO) of ESS. This was categorised
as follows: (a) The 4-horn gallery, the decay tunnel,
and the beam dump areas are classified as prohibited-
zones, with no access permitted during operation. (b)
The power supply unit area and target station utility
rooms are classified as controlled-zones, with access per-
mitted to authorised personnel only. This is the work
area above the decay tunnel and beam dump concrete
shields, in which the annual radiation doses may exceed
3/10 ths of the annual maximum permissible doses for
exposed workers (i.e. ∼ 3 µSv/H). (c) The control and
data acquisition rooms, at the ground level, are clas-
sified as supervised-zones, with access permitted at all
times, with low occupancy of ¡ 1.5 µSv/H. All dose cal-
culations in these zones are based on the dose equivalent
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Fig. 130 A radial view of the prompt (top) and residual (bottom) dose equivalent rate distributions (in [mSv/h]) in the
target station facility. The residual distribution is simulated after a 1-month cool down

rates in an assumed 2 × 2 × 2 m3 volume of water as
representative for human workers.

Figure 130 shows the prompt (top) and the residual
(bottom) dose equivalent rate distributions in the tar-
get station facility, with the residual distribution shown
after a 1 month cool down. The prompt simulations
show that during irradiation, the dose equivalent rate
does not exceed an acceptable level of 1µSv/h in the
areas above the 4-horn system, the decay tunnel, the
beam dump, and in the underground site/earth behind.
This indicates the efficacy of the shielding system and
allowing for accessibility of these zones during irradi-
ation. The bottom frame shows that the residual dose
equivalent values after 1 month cooling time, for all
designed accessible areas, are also below 1µSv/h. It is
worth noting that the residual dose equivalent rates as a

function of the cooling time (from 1 s to 3 months) were
studied for each section of the target station facility.

6.4.3 Radio activation and radioisotope formation

The radio activation in the internal structure and the
helium volume of the target station facility was eval-
uated for a one operation-year (operation year). The
total activation level, in Bq, was studied as a function of
cooling time (from 1 s to 3 months), for each part of the
target station complex. Moreover, a detailed inventory
of all radioisotopes produced has been studied as well.
The main objective of this detailed activation map is to
provide a priori the target station operators with the
level of activation and the type of radiation expected,
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Fig. 131 Radiation activation distribution in the target station facility after a 1 month cooling time

before entering (e.g., in emergency situations) the spe-
cific areas at different time periods up to 3 months after
shutting off the beam.

In the most critical helium regions, that is in the
vessel surrounding the four-horn target system, a total
activity of ∼ 5.8× 1010 Bq was found, up to 3 months
after shutting off the beam. This exhibited the forma-
tion of the tritium isotope, 3

1H, which has a significantly
lower radiological impact than the airborne radionu-
clides which would result from an alternative air-filled
target station. It is worth mentioning that the current
simulations do not assume He circulation in any part
of the facility. A similar study has been applied to the
cooling water of the beam dump, assuming two sce-
narios: (a) a non-circulating water system, wherein the
cooling water is exposed to the secondary beam for 200
days and (b) a circulating water system, with a spe-
cific amount of cooling water exposed to the secondary
beam for ∼ 33 s only (assuming a flow rate of 50 L/min,
as discussed in Sect. 6.3.2). The simulations show that
the water activation level reaches ∼ 2× 1011 Bq and
∼ 7× 106 after 3-month cooling time, for the non-
circulated and circulated scenarios, respectively. This
also demonstrates the formation of tritium and beryl-
lium 7

4Be radioisotopes in the cooling water. While the
7
4Be is expected to disappear naturally after approx-
imately one year’s cooling time, the 3

1H will remain
present much longer. This makes it necessary to con-
sider including a tritium handling system in the tar-
get station facility or, as an alternative, to connect the
ESSνSB water cooling system with that of ESS, which
includes a tritium handling system.

Figure 131 shows the remaining radiation activation
level in the target station facility after 1 month of cool-
ing time. Figure 132 (left) shows an example of the
total activation in the beam-dump cooling water as
a function of cooling time (the error bars represent
statistical errors only), whereas the right figure shows

the radioisotopes produced in the cooling water after
1 s of beam shutdown (the x -axis represents the ele-
ment/charge number, Z, and the y-axis represents the
atomic number, A).

6.4.4 Power deposition studies

The simulated energy-deposition distribution in the
internal structures of the target station facility are
presented in Fig. 133. These results show that the
strongest power deposition, with a value of almost
1MW, is found in the beam-dump graphite core, as
well as in the decay-tunnel vessel, the 4-horn gallery
iron shield and the decay-tunnel concrete shield, with
roughly 840 kW, 640 kW and 612 kW total power depo-
sition values, respectively. These parts will be cooled by
water pipes. The power deposition and the correspond-
ing thermo-mechanical behaviour of the target, horns,
decay tunnel, and beam dump are presented in detail
in Sects. 6.1.2.1, 6.1.3, 6.3.1, and 6.3.2, respectively.

The high voltage (+12 kV) between the striplines
requires electrical insulation.

6.5 Summary

The target station has been designed to provide an
intense neutrino beam from a 5MW proton beam at
2.5GeV, delivered by the ESS linac. The sensitivity of
the experiment has been optimised through deep learn-
ing techniques. This has resulted in an optimised horn
shape as well as an optimised geometry of the entire tar-
get station. A cooling method for the packed-bed target
has been developed, making use of the transverse flow
of gaseous helium through the target pores. The calcu-
lated temperatures of the helium cooling gas and the
titanium spheres making up the target appear to fall
within acceptable limits.
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Fig. 132 Time evolution of the activation

Fig. 133 Energy deposition distribution in the target station facility

Target integration is more challenging than for most
comparable experiments, mainly due to the high level
of power deposited in the target, which is concentrated
into a very limited space within a magnetic horn. An
integration concept has been proposed, which prevents
heat from being transferred from the target to the horn
conductor. Mechanical deformations and the stress in
the target container caused by the temperature gradient
appear to be feasible. Experimental verification is still
required to confirm the simulation results. This applies
in particular to the flow of helium gas through a porous
medium, the determination of the heat transfer coeffi-
cient between the water spray and the horn skin, as well
as the behaviour of the spheres inside the target con-
tainer. Material issues pertaining to high-temperature
and radiation exposure require further study.

The proposed scheme for the power supply unit will
allow for the required 350 kA electrical pulses to be
applied to each horn at a frequency of 14Hz, tak-
ing into account the challenging rapid commutation

between the four horns (imposed by the pulse structure
of the proton beam coming from the linac). The mod-
ular approach using 44 kA units connected in parallel,
with eight striplines for each horn, reduces the critical
constraints on all components. This should permit a 10-
year running time for the experiment. A new concept
of the beam dump has been proposed as part of the
target station facility design, capable of withstanding
∼ 850 kW power deposition.

7 Detectors

The principal objective of the ESSνSB project is to
study the feasibility and design of a super-beam neu-
trino facility based on the European Spallation Source
(ESS) proton linear accelerator to measure the CP-
violating phase δCP in the lepton sector. The detec-
tor complex of the facility consists of a megaton-scale
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water Cherenkov (WC) far detector (FD) located at a
distance of 360 km from the beam source and an effi-
cient suite of near detectors (ND).

We note that previously published ESSνSB results
have been directly included in this section.

7.1 Software tools

Unless otherwise noted, the following software packages
have been used in the analysis of the detector perfor-
mance in this section:

Genie The neutrino interaction vertex generator,
Genie v3.0.6 [204–206], was used to simulate neutrino
vertices. The G18_10a_00_000 cross-section tune was
used for this, and is shown in Fig. 134 for neutrino
interactions in water over an energy interval relevant
for ESSνSB.
Geant4 Particle propagation through the detectors
and surrounding material was simulated by Geant4
v10.4.1 [207–209]. It was not used directly, in favour of
the dedicated simulation frameworks listed below (see
EsbRoot and WCSim below).
EsbRoot The simulation framework EsbRoot [210]
has been developed in-house, based on FairRoot [211].
It was used directly for the simulation of the super-
fine-grained detector (SFGD) detector and to set up
the dependencies and environment for WCSim and
fiTQun.
WCSim The water Cherenkov simulation software
WCSim [212] was used for particle transport post-
vertex, and simulation of the detector response
of both near and far WC detectors. WCSim is
based on Geant4 and developed within the Hyper-
Kamiokande collaboration. The default version was
modified for needs of this project.
fiTQun The events simulated in WC detectors are
reconstructed using the fiTQun software [213, 214],
also native to the Hyper-Kamiokande collaboration.
fiTQun fits the detector response to several parti-
cle hypotheses, including variations in, for example,
particle flavor, vertex position, particle direction and
momentum, as well as in the number of registered sub-
events (estimating the number of final-state visible par-
ticles in the interaction). The default version was mod-
ified for needs of this project.
EsbRootView A versatile event viewer for the Esb-
Root data model developed in-house [215]. It allows
visualisation of simulated events both as still and ani-
mated scenes. Seamlessly works on multiple platforms
including handheld devices and web browsers.

7.2 Near detectors

The main purpose of the near detector is to reduce the
systematic uncertainties, and thus increase the physics
potential of the project, especially with respect to the
δCP measurement. Specifically, it measures:

• The unoscillated flux of neutrinos and, in particular,
the electron neutrino contribution.

• The neutrino interaction cross section in water for all
four neutrino flavors.

Special attention is paid to the electron neutrino cross-
section (electron neutrinos constitute < 1% of the
unoscillated neutrino beam) as these are required for
the oscillation analysis conducted with far detector
data. This requires a well-performing identification of
electron-like events in the muon-rich sample [216].

The near detector must be located close to the beam
production point to measure the unoscillated beam,
but far enough away to measure primarily the cen-
tral part of the beam where the beam spectral shape
approximates the shape that will be measured with the
far detector. According to the current layout of the
ESS site (Fig. 1), the near detector must be placed at
least ∼ 250m from the neutrino target. This is taken
as the baseline near-detector position. The properties
of the neutrino beam at this location are described in
Sect. 7.2.2.

The near detector complex of the ESSνSB will consist
of three separate, but coupled, detectors using different
neutrino-detector technologies. This design is based on
a review of the near detectors at other accelerator-based
neutrino oscillation experiments, as well as the specific
requirements for the ESSνSB near detector. The three
detectors will be:

• A kiloton-scale water Cherenkov detector used for
event-rate measurement and flux normalisation,
neutrino interaction cross-section measurements in
water, as well as event reconstruction comparison
with the far detector [216].

• A magnetised fine-grained tracker (super fine-grained
detector, SFGD) is used for precision measurements
of neutrino cross-sections in the available energy
region (∼ 60–600MeV), and is directly upstream
(w.r.t. the neutrino beam) of the water volume.

• An emulsion detector setup modelled after that of
the NINJA experiment [217], to be installed directly
upstream from the SFGD.

The three components are shown in Fig. 135, and each
component is described separately below.

7.2.1 Near-detector building and cavern

The near detector for ESSνSB is planned to be located
within the premises of the ESS campus outside Lund,
Sweden. There are several reasons for this placement.
First, a location on the ESS site will give easier access
to the services that are needed to operate the different
detectors; second, the existing site is large enough to
provide a sufficient distance between the target and the
detector to avoid direct interference between the two
sites during installation. The planned distance between
the target and the near-detector building is 250m.
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Fig. 134 The total neutrino-nucleus interaction cross-section with water, (1H)2(
16O), over the incident neutrino energy

for a charged current events and b neutral current

Fig. 135 The three
detector components of the
near detector complex
(shown in the order they
are encountered by the
neutrino beam from the
left-hand side of the image):
the emulsion detector, the
SFGD, and the water
Cherenkov detector. Also
shown is the window in the
water Cherenkov detector
which allows cross-over
events from the SFGD to
enter the instrumented
water volume unimpeded

A neutrino beam directed towards Zinkgruvan or
Garpenberg will point at an angle below the horizon of
∼ 2◦. This results in a depth below ground at the near
detector location of ∼ 10m if the target is located at
the surface. Consequently, the total depth below ground
level will be determined by this value and the surface
depth of the target. Given the depth of the target sta-
tion in the current design, the central axis of the neu-
trino beam is estimated to have a depth of 15–20 m
below ground level at 250 m from the production point.
This requires the centre of the near detector complex to
sit at the same depth, which in turn requires an inter-
mediary staging area for transport of detector compo-
nents to the bottom of the cavern. A conceptual model
for the near detector building and cavern is shown in
Fig. 136.

As previously described, the conceptual design of
the near detector suite includes three different detec-
tor types: an emulsion detector, a fine-grained tracker,
and a water Cherenkov detector. A water Cherenkov

detector is included in the near detector suite not only
to measure the beam parameters of interest, but to
do so using the same detection technique as in the
far detector. The high neutrino flux at the near detec-
tor will provide an opportunity to tune the simulation
and reconstruction software to improve the analysis of
the far detector events—despite the geometrical differ-
ences between the detectors, as well as differences in
beam composition due to flavor oscillations and differ-
ent angular coverage of the two detectors.

The general concept for the water Cherenkov detec-
tor is to immerse the detector frame, which holds the
photosensors and the read-out modules, in a pool of
high-purity water. This design is adopted instead of
using a closed metal cylinder, which is often the choice
for small water Cherenkov detectors. The walls of the
detector pool will be cladded to avoid having wall mate-
rial dissolving into the water volume. The pool will
also be filled and emptied in such a manner that any
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Fig. 136 Two views of the design for the near detector building and cavern, with the neutrino beam arriving from the
left-hand side of the figure. The left-most shaft in both figures will house the SFGD and Emulsion detectors, while the
water Cherenkov component will be housed in the deep central area. An intermediary staging area is included for mounting
the detector in the deep cavern

Fig. 137 Neutrino flux 100 km downstream of the target station, in the central 10 m × 10m, per running-year, for each
horn polarity as functions of the incident neutrino energy. The sharp spectral features (e.g., for the negative polarity νμ

spectrum) only have a statistical origin and no connection to physical processes

Table 28 Total neutrino
flux 100 km downstream of
the target station, in the
central 10m × 10 m, per
running-year, for each horn
polarity

Total neutrino flux

νμ νe ν̄μ ν̄e

Positive polarity 6.74 × 1014 4.76 × 1012 1.18 × 1013 2.53 × 1010

Negative polarity 1.98 × 1013 1.27 × 1011 3.96 × 1014 1.85 × 1012
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Table 29 Number of expected neutrino interactions in the detector per running year, per flavour and interaction type,
and per each horn polarity

All interactions

νμ CC νe CC ν̄μ CC ν̄e CC νμ NC νe NC ν̄μ NC ν̄e NC

Positive
polarity

5.20 × 107 1.07 × 106 9.25 × 104 1.11 × 103 4.42 × 107 6.11 × 105 3.36 × 105 8.72 × 102

Negative
polarity

1.06 × 106 8.90 × 103 9.74 × 106 1.89 × 105 8.81 × 105 1.11 × 104 9.65 × 106 1.36 × 105

flow brings water from the inner volume of the detec-
tor structure to the outer volume before the water is
drained into storage or flushed out. This approach min-
imises migration of contaminants into the inner volume
of the detector.

In addition to the main detector pool, the near detec-
tor building also houses a detector hall for both the
emulsion detector and the tracker. This hall is shown
in the left-hand side in the models in Fig. 136, with a
zoomed-in view shown in Fig. 135. A ∼ 3m-diameter
carbon-fiber composite window will act as the interface
between the tracker and the water volume. This will
have a low thickness to minimise energy loss for parti-
cles that traverse the interface. Relevant safety arrange-
ments to avoid flooding of the tracker hall will be nec-
essary, both in terms of operational practices and from
the use of additional sliding doors that can separate the
pool from the tracker hall in case of an emergency (the
latter arrangement is not shown in Fig. 136.)

7.2.2 Neutrino beam composition

The neutrino flux is discussed in Sect. 6.1.1, using the
optimised focusing horn (see Fig. 90) and a decay tunnel
length of 50m.

The resulting neutrino flux is plotted in Fig. 137 and
summed in Table 28, at a distance of 100 km from
the target station within the central 100m2 square
(10m × 10m) around the beam axis. The resulting
expected numbers of neutrino interactions in the instru-
mented volume of the water Cherenkov near detector
are listed in Table 29 per flavour, interaction type,
and horn polarity; these expected interactions are also
shown as a function of neutrino energy in Fig. 138.

7.2.3 Water Cherenkov detector

The water Cherenkov component of the near detector
complex will consist of a horizontally oriented detec-
tor tank submerged in clean water, having the cylinder
axis aligned with the neutrino beam direction. The inte-
rior will be instrumented with more than 22000 photo-
multiplier tubes (PMTs) each having a 3.5 inch diame-
ter, and resulting in a ∼ 30% instrumentation coverage
of the detector cylinder.

As mentioned previously, the primary purpose of
including a water Cherenkov component in the near

detector complex is to enable measurement of the non-
oscillated neutrino beam using the same technology as
in the far detectors. This allows for measurements of the
composition, absolute flux, and energy spectrum of the
neutrino beam; as well as a measurement of the interac-
tion cross-section for electron-(anti)neutrinos incident
on nuclei in water, σνeN . Measurements of the latter
in current experiments have large uncertainties (see
Fig. 51.1 in [218]), so this precision measurement is
imperative to reduce systematic uncertainties for the
appearance/measurement of electron-(anti)neutrinos.

As the distance between the neutrino beam produc-
tion point and the near-detector is small, negligible
oscillation will occur before the neutrino beam arrives
at the ND. Therefore, at the near detector, the beam
will consist of > 98% muon-neutrinos, with the remain-
der dominated by electron-neutrinos. The low fraction
of νe presents a challenge for measuring σνeN , which
requires an efficient νe event selection strategy. A two-
step process has been developed to achieve this: (1)
to distinguish electron events from muon events, and
(2) to distinguish electron-neutrino events from muon-
neutrino events. These steps are described in detail in
the following sections.

Detector geometry and instrumentation The size of
the water Cherenkov detector has been optimised based
on two basic parameters: the event reconstruction per-
formance, and the total cost. A main criterion for the
event reconstruction efficiency is to minimise the num-
ber of charged particles that leave the detector volume
without depositing their full energy. Figure 139 shows
the ranges for muons and electrons in water, for kinetic
energies up to 500MeV, which covers the majority of
the expected energy range for the ESSνSB beam. One
can see that the muon range is ∼ 2.3 m at 500MeV,
while the electron range is considerably shorter at 0.6m.
Consequently, it is expected that a detector that fully
contains all events up to 500MeV, and whose interac-
tion vertices are in the centre of the detector, would
have a radius of ∼ 2.5 m. In addition to this observa-
tion, it is worth noting that the Cherenkov cone must
be allowed to expand over a certain distance in order
for well-defined Cherenkov rings to be projected on the
inner mantle of the detector. This is necessary for mak-
ing a good selection of particle type from the shape of
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Fig. 138 Number of expected neutrino interactions in the detector per running year, per flavour and interaction type, and
for different horn polarities (positive—neutrino mode, negative—antineutrino mode), as functions of the incident neutrino
energy. Similar to the spectra shown in Fig. 137, the spectra shown here exhibit several sharp spectral features of statistical
origin

Fig. 139 Range in water for charged leptons with kinetic
energy up to 500MeV [219]

the ring. The optimisation of the detector tank dimen-
sions and instrumentation density is discussed later in
this section.

In short, one can conclude that a good separa-
tion between muon and electron events requires a few
meters of light propagation in addition to the stopping
range mentioned above. Furthermore, the capability to
discriminate between electron and muon events also
depends on the density of the photo sensors (i.e., the
spatial resolution of the photon impact points on the
mantle of the detector). To investigate these points in
more detail, a set of simulations were carried out using
different detector volumes and sensor coverages.

Using a detector tank length of 10.96m, two dif-
ferent detector tank radii—9.44m and 14.16m—were
combined with two respective photo-sensor coverages:
30% and 40%, to form four distinct detector configu-
rations. For each detector configuration, 6000 electron
events and 6000 muon events were simulated, equally
distributed between positive and negative charge. The
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Fig. 140 Several views of the near detector water Cherenkov detector structure. The detector frame will consist of five
mantle sections and two end-cap sections, indicated in yellow in a and b. The mantle sections are further divided into five
arches, which are fastened together using fixation structures, indicated in orange. The arches and end-caps will house the
photo-sensor modules, indicated in blue and black, where each module shown houses 16 PMTs in a 4 × 4 grid (see Fig. 141
for further detail)

events were homogeneously distributed over the detec-
tor volume, with isotropic direction distribution and
uniform kinetic energy distribution up to 1GeV.

It was determined that the four detector configura-
tions performed equally well, considering both energy
reconstruction of the initial particles and particle fla-
vor identification. The energy reconstruction average
error varied between 5.8% and 6.3% for electron events,
and between 4.8% and 5.1% for muon events. Assum-
ing the lepton-flavor identification criterion given in
Sect. 7.2.3.2, the misidentification rate for electron
events as muon events varied between 0.3 and 0.7% over
the different detector geometries, and for muon events

identified as electron events between 0.2 and 1.0%.
No consistent correlation was observed for any detec-
tor configuration with the performances of the energy
reconstruction and flavor identification. Since the four
detector geometries gave similar performance in these
measures, it was concluded that the smaller and more
sparsely instrumented detector (radius 9.44m, length
10.96m, photo-sensor coverage 30%) is sufficient for this
experiment.

In conclusion, the simulations show that a detector
with a diameter and length of 10m, and a photosen-
sor coverage of 30% provides as good performance as
the larger alternatives that were investigated. Smaller
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Fig. 141 Details (a) and depiction of the mounting (b) of photo-multiplier tubes

volumes are not considered, as the range-out probabil-
ity for events starting in the detector will increase (as
indicated by the ranges given in Fig. 139). The smaller
detector diameter and sparser PMT coverage, of 9.44m
and 30% respectively, are thus selected. Due to restric-
tions imposed by the PMT installations, the diameter
and length of the tank are set to 9.4m and 10.8m,
respectively, yielding a total detector volume of 750m3.
A model of this geometry is shown in Fig. 140.

The detector frame consists of seven sections; five of
these make up the central part of the detector, with
the remaining two comprising the back and front end-
caps, respectively. The central sections are divided into
five arches that are mounted in the staging areas and
then lowered to the floor of the detector pool for final
assembly. The two end-caps differ slightly from each
other; namely, there is an opening providing an inter-
face area between the tracker and the upstream end-cap
of the detector, whereas the downstream end-cap has a
complete coverage of photosensor modules.

The internal part of the frame is covered with pho-
tosensor modules that house 16 photomultiplier tubes
each. The preferred type is the Hamamatsu R14689
which has a transit-time spread of 1.5 ns [220]. The
tubes are mounted in a waterproof box that has space
for readout electronics and a plastic veto detector to
discard events which create charged particles outside of
the detector volume. The data conversion takes place
inside the waterproof module, and the data are trans-
ferred to the counting room via optical fibre. Similarly,
each module will be fed with one power cable which
feeds the power converters for the photo multipliers and
the electronics. A drawing of the detector module is
shown in Fig. 141a. After the photosensors have been
mounted in the module, the modules are mounted in

Fig. 142 Event distributions per flavor and reconstructed
flavor over the EFQμ

kin /EFQe
kin and EMC

kin variables. The sub-
Cherenkov criterion is marked with a solid black line at
EFQμ

kin /EFQe
kin = 2.8. All events above this line are rejected

arches as shown in Fig. 141b. The arches are mounted
onto the frame as indicated in Fig. 140c.

The detector volume will be filled with clean water
from the interior, with an inlet pipe at the bottom;
to fill the main pool an outlet pipe sits at a slightly
lower height near the inlet. The inlet is connected to an
adjacent water purification plant along with a drainage
pipe put at floor level. The detector modules must be
fitted water-tight to prevent additional leakage between
the inner and outer water volumes, apart from the flow
through the outlet. Any potential water flow should
occur from the inner to the outer volume to avoid
contamination of the detector volume from particulate
matter from the walls, floor, or the truss. The detector
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Fig. 143 Event distributions per flavor and reconstructed flavor before applying the reconstruction quality criteria, where
the selection criteria are illustrated as black lines.

Fig. 144 Event distributions before the application of the Cherenkov-ring resolution criterion along with an illustration
of the dFQnom

dir-wall variable

pool is covered with an extendable opaque roof (shown
in red and black in Fig. 136a).

Charged lepton identification and reconstruction To
properly reconstruct and identify neutrino events for
muon and electron neutrinos, it is important to prop-
erly reconstruct and identify charged muons and elec-
trons. Samples of events, each consisting of single elec-
trons (e+, e−) or muons (μ+, μ−), in the near detector
were simulated using the WCSim software, each with 54
000 events. The events were distributed homogeneously
over the detector tank with an isotropic direction distri-
bution, and uniformly distributed over kinetic energies
up to 1.2GeV.

The fiTQun software was then employed to recon-
struct the events. Several data selection criteria (see

below) were defined for the reconstructed properties to
reduce the number of misidentified and poorly recon-
structed events in the sample. An emphasis was made
on rejecting misidentified muon events, since a main
objective for the near detector is to select a high-purity
sample of electron-neutrino candidate events. The cri-
teria listed after the trigger are collectively denoted as
the charged lepton selection criteria.

The trigger An event is rejected if there is no reg-
istered light in the detector. This corresponds to real
neutrino interactions in the detector that produce too
little light to trigger a detector response.

The sub-Cherenkov criterion This criterion is applied
to reject muon events where the muon has an energy
below the Cherenkov threshold. Such muon events do
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Fig. 145 Selection efficiency of the charged lepton criteria for muon and electron events over the EMC
kin and cos θMC variables

not themselves produce Cherenkov light, and are there-
fore mainly detected through their electron decay prod-
uct—and are thus promptly misidentified as such. It
was found that these low energy muons have a sub-
stantial discrepancy between their reconstructed kinetic
energies using the muon and electron hypotheses, EFQμ

kin

and EFQe
kin , respectively. The criterion is set, such that

events with values of EFQμ
kin /EFQe

kin > 2.8 are rejected, as
shown in Fig. 142.

The reconstruction quality criteria Several factors
contribute to the quality with which an event can be
detected. Among these are the proximity of the event
to the detector tank wall and the registered brightness
(total registered charge) of the event. These selection
criteria are implemented to reject events that have a
poor energy reconstruction, and thus involve straight
cuts on the registered charge of the event, QFQ, and on
the shortest distance between the reconstructed event
vertex and the detector tank wall, dFQnom

wall , where the
super-script represents the preferred (nominal) recon-
struction flavor hypothesis. An event needs to meet the
following criteria to be accepted:

QFQ ≥ 1000PE

dFQnom
wall ≥ 30 cm, (7.1)

where 1PE is the average registered charge of a
detected photon. The event distributions over these
variables, along with the ratio between the recon-
structed and true kinetic energy, EFQnom

kin /EMC
kin , are

shown in Fig. 143.
The Cherenkov-ring resolution criterion It was

observed that events with a short distance to the detec-
tor tank wall in the direction of the reconstructed
particle are more likely to be mis-reconstructed and
mis-identified than events with a longer distance. This
distance is illustrated in Fig. 144b; this criterion is
defined, such that events with a distance to the wall
along the event direction, dFQnom

dir-wall, shorter than 250 cm

are rejected. Event distributions over the dFQnom
dir-wall and

EFQnom
kin /EMC

kin variables are displayed in Fig. 144a along
with the selection criterion.

The collected selection efficiency of these cuts is
54.9% for electron events and 50.3% for muon events.
This is shown as a function of kinetic energy and direc-
tion in Fig. 145. For both electron and muon events, the
efficiency plateaus at ∼ 60% above a threshold energy
around 80MeV for electrons and 200MeV for muons.
Events below these energies are rejected by the sub-
Cherenkov criterion. A slight bias of lower efficiency can
be seen for events directed along cos θMC ≈ ±0.5. This
direction corresponds to events directed diagonally in
the detector.

Each event is identified as electron-like or muon-like
through the ratio between their negative-log-likelihood
(NLL) for each hypothesis, NLLFQμ/NLLFQe. If this
NLL-ratio of a given event is above or equal to 1.01, the
event is classified as electron-like, eID; and as muon-like,
μID, if not.

NLLFQμ/NLLFQe ≥ 1.01 ⇒ eID

NLLFQμ/NLLFQe < 1.01 ⇒ μID. (7.2)

The event distributions for muon and electron events
are shown in Fig. 146 over the NLL-ratio and over
the true kinetic energy along with the identification
criterion at 1.01. Using this identification criterion,
the mis-identification rates are 1.1% and 0.09% for
electrons and muons, respectively. The higher mis-
identification rate of electrons is acceptable, owing to
the low electron-neutrino content of the neutrino beam.

Event distributions after the final level of data selec-
tion are shown in Fig. 147 over the true and recon-
structed energy and direction. Both muon and electron
events primarily fall along the diagonal of these figures,
indicating that the reconstruction performs well. A pop-
ulation of muon events are mis-reconstructed with their
energies too low (below the diagonal in Fig. 147c).
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Fig. 146 Event distributions for muon and electron events
over the NLLFQμ/NLLFQe and EMC

kin variables. The flavour
identification criterion, Eq. (7.2), is shown as a black line at
NLLFQμ/NLLFQe = 1.01. Events above this line are identi-
fied as electron-like, and events falling below are identified
as muon-like

These are identified as muons that exit the active detec-
tor volume before depositing their full energy.

The performance of the energy and direction recon-
struction can be estimated as follows. The ratio between
the reconstructed and true kinetic energies is 0.95±0.08
and 0.97 ± 0.06 for the electron and muon event sam-
ples, respectively, where the uncertainties represent the
spread of the distributions. Correspondingly, the dif-
ference between the reconstructed and true directions,
cos θ, is 0.00 ± 0.03 and 0.00 ± 0.04 for the electron
and muon event samples, respectively. The muon sam-
ple shows a larger error in reconstructed energy than
the electron sample, considering both the average error
and width of the spread. This is attributed to the pop-
ulation of muons falling below the diagonal in Fig. 147c
with kinetic energies exceeding ∼ 700MeV. These are
identified as events where the muon travels beyond the
instrumented detector volume before depositing all of
its energy, which yields a lower total brightness to the
event than otherwise expected.

Neutrino identification and reconstruction In addi-
tion to having an efficient and well-performing recon-
struction algorithm of single charged leptons (as
demonstrated in the previous section), it is important
to construct a data-selection algorithm that accounts
for the full neutrino event.

To achieve this, a sample of 105 neutrino interac-
tion events were simulated for each combination of
neutrino flavor (νe, ν̄e, νμ, ν̄μ) and interaction type
(charged current (CC), neutral current (NC)) using the
GENIE neutrino interaction simulation software. The
events were simulated with a uniform distribution over
interacting neutrino energy up to 1.6GeV with pure
water, (1H)2(16O), as target material. The resulting
final-state particles were inserted into the WCSim sim-
ulation of the water Cherenkov detector, distributed
homogeneously over the detector tank, and with the
initial neutrino direction set along the neutrino beam

axis. The resulting detector response was then recon-
structed using the fiTQun software, and the selection
criteria developed for charged leptons were applied to
the sample.

This produced a sample of neutrino interaction
events, which was weighted to represent the expected
neutrino beam, and then used to develop additional
data-selection criteria. These are used for rejecting
events with poor particle-identification performance
and poor performance in reconstructing the initial neu-
trino energy. These additional criteria are collectively
denoted as the neutrino selection criteria. The initial
neutrino energy, Eν , was calculated assuming that it
interacted through quasi-elastic scattering (QES), given
by the following relation [221]:

Eν =
m2

F − m2
IB − m2

l + 2mIBEl

2(mIB − El + pl cos θl)
. (7.3)

Here, mF represents the final state mass of the nucleon,
and mIB = mI − EB represents the bound state energy
of the target nucleon, with mI as the initial-state free
nucleon mass and EB as the binding energy. Here, all
nucleon masses are assumed as the proton mass, and
the effective binding energy is taken for a 16O nucleus
to be 27MeV. The subscript l represents the final-state
charged lepton, and thus ml, El, pl and θl, respectively,
represent its mass, energy, momentum, and angle rela-
tive the neutrino beam axis.

The pion-like criteria The purpose of these criteria is
to reject events that are likely to be caused by a neutral
pion, and utilises the NLL of the neutral pion hypoth-
esis, NLLFQπ0, relative to other particle hypotheses
(NLLFQe, NLLFQμ). Events including a π0 often appear
more electron-like than muon-like, so this criterion is
only applied to events identified as electron-like, using
Eq. (7.2)

NLLFQμ/NLLFQe ≥ 1.01 (eID criterion)

NLLFQμ/NLLFQπ0 ≤ 1.07

NLLFQe/NLLFQπ0 ≤ 1.02. (7.4)

Event distributions over these variables are shown in
Fig. 148 along with illustrations of the selection criteria.

The multi-sub-event criterion This criterion is used
to reject events where the initial energy reconstruc-
tion is too low due to a significant amount of energy
being lost to non-primary final-state particles. As the
additional final-state particles must be noticeably ener-
getic, they are assumed to be registered in the detec-
tor using a multi-particle final-state hypothesis. This is
quantified in the NFQ

subev variable, representing the num-
ber of reconstructed sub-events. An electron-like event
is accepted if it has no more than one registered sub-
event, and a muon-like event is accepted if the number
of sub-events does not exceed two. Muon events are
expected to produce up to two sub-events: one contain-
ing the primary muon, and one containing its decay
product—the Michel electron. Event distributions over

123



3890 Eur. Phys. J. Spec. Top. (2022) 231:3779–3955

Fig. 147 Event samples of electron (a, b) and muon (c, d) events, shown over true and reconstructed kinetic energy (a,
c) and direction (b, d). The true angle and energy are given by the cos θMC and EMC

kin variables, and the reconstructed
variables are calculated using the correct flavor-assumption, given as FQe and FQμ for electrons and muons, respectively

the NFQ
subev variable and the energy reconstruction per-

formance can be found in Fig. 149.
The selection efficiencies for electron-neutrino (νe +

ν̄e) and muon-neutrino (νμ + ν̄μ) interactions through
charged current with initial energy < 1.6GeV are 54%
and 47%, respectively. The selection efficiencies for each
neutrino flavor and both interaction types are shown in
Fig. 150 as a function of the initial neutrino energy.

The present data selection shows an efficient rejec-
tion of NC events, while maintaining a high selection
efficiency for CC events of all flavors. The CC selection
efficiency after the final selection stage varies between
40 and 60% for neutrinos of all flavors. The neutrino
selection criteria (the final two criteria) have a higher
rejection for high-energy CC events than for low-energy
events, as can be seen when comparing Fig. 150c, e.
This is attributed to the fact that both the pion pro-
duction and sub-event multiplicity increase with energy,
and these are the event properties which are used in the
neutrino selection criteria.

Neutrino energy migration matrices The migration
matrices for the ESSνSB near detector are shown in

Fig. 151. The migration matrices show the transforma-
tion from true energy, on the x axis, to reconstructed
energy, on the y axis, for a neutrino interaction with
a given true energy. The matrices are normalised, such
that, when projected to the x axis, they will show the
detection efficiency for a neutrino interaction within
the detector volume as a function of the true neutrino
energy. This allows for the multiplication of a spectrum
containing the distribution of true neutrino energies for
a neutrino source with the migration matrix to obtain
the expected reconstructed spectrum. Conversely, the
migration matrix can be inverted, for example with
Bayesian methods, and thus used to deconvolute a spec-
trum of reconstructed neutrino energies to obtain an
estimation of the true spectrum.

The reconstructed neutrino energy follows the true
neutrino energy well for CC events, as can be seen in
Fig. 151 where the majority of the events fall close
to the diagonal line. A small population of events are
also reconstructed with an energy which is lower than
the true energy by a constant amount, shown in this
figure as a band of events parallel with the diagonal
band. These events have mainly been produced through
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Fig. 148 Event distributions for electron (a, c, e) and muon (b, d, f) events over the NLLFQμ/NLLFQe and
NLLFQe/NLLFQπ0 variables (a, b), along with the NLLFQμ/NLLFQe and NLLFQμ/NLLFQπ0 variables (c, d), and the
NLLFQμ/NLLFQπ0 and NLLFQe/NLLFQπ0 variables (e, f). The pion-like criteria, described in Eq. (7.4), are displayed as
black lines in these figures. All events falling above and to the right of these lines are rejected
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Fig. 149 Event distributions for electron and muon neutrinos over the NFQ
subev and EFQnom

ν /EMC
ν variables. The multi-sub-

event criterion is displayed as a black line. All events to the right of this line are rejected

resonant-scattering in the nucleus via the production
of a heavier hadron (e.g., Δ++), as opposed to quasi-
elastic scattering.

Expected number of neutrino events The expected
number of neutrino interaction events in the near-
detector water Cherenkov instrumented volume is
described in Sect. 7.2.2 per flavour, interaction type,
and horn polarity.

The number of events that are expected per running
year (200 d, corresponding to 2.16 × 1023 protons-on-
target) at each level of the data selection are found in
Table 30. The trigger efficiency is close to unity over this
spectrum, as is reflected in Figs. 150a, b (using a flat
spectrum). The corresponding event distributions are
shown in Fig. 152 as functions of EMC

ν for events that
pass the trigger , charged lepton criteria, and neutrino
criteria levels of the data selection.

Tables 31 and 32 report the number of expected
events at each level of the analysis that are identified
as electron-like and muon-like, according to Eq. (7.2),
per flavour and interaction type. The final purity of
νe+ ν̄e in the eID sample is 74% for positive horn polar-
ity, and 66% for negative polarity. The final-level purity
is highly correlated with the νe content of the inci-
dent neutrino beam. If, for example, the νe contribu-
tion was a factor of two greater than estimated above
(while maintaining the same spectral shape), the final
purity would be 85% and 80% for positive and neg-
ative horn polarity; whereas, if it was a factor of two
smaller, the purity would be 59% and 49%, respectively.
An enhancement of the νe + ν̄e contribution by a factor
of five yields a final purity of 93% and 91% for positive
and negative polarity, respectively. An enhancement of
this magnitude of the νe + ν̄e contribution in the initial
neutrino beam would not affect the performance of the
oscillation measurements with the far detector, as the
contribution is still very small compared to the νμ + ν̄μ

bulk.

Flux measurement using neutrino elastic scattering
on atomic electrons One of the main objectives for
the water Cherenkov near detector is to measure the
interaction cross-section between neutrinos and the
ambient nuclei. This cross-section is inherently difficult
to calculate, due to nuclear effects, and there is little
experimental data in the relevant energy range. One
large source of uncertainty for this measurement is the
uncertainty in the incident neutrino flux.

An independent measurement of the incident neu-
trino flux can be achieved by observing elastic scat-
tering of neutrinos on atomic electrons in the water.
This process yields a free electron in the final state,
and is well suited for a flux measurement, because its
cross-section can be calculated theoretically with high
precision. This cross-section is, however, three-to-four
orders of magnitude smaller than that of neutrino-
nucleus scattering, so events produced with this process
must be efficiently selected in a large sample of νe CC
background events.

The incident neutrino energy, Eν , can be calcu-
lated from the outgoing electron energy, Ee, and the
angle between the neutrino and electron directions, θe,
through the following relation:

Eν =
me(Ee − me)

me − Ee + pe cos θe
. (7.5)

The relation between the incident neutrino energy and
the outgoing electron energy is shown in Fig. 153, for an
event sample produced with the ESSνSB energy spec-
trum using the Genie neutrino event generator.

Following the analysis of the MINERvA experiment
[222], the neutrino-electron scattering events can be
identified using Eeθ

2
e as the discriminating variable. The

range of this variable is constrained by kinematics to
the region 0 ≤ Eeθ

2
e ≤ 2me, where me is the mass of

the electron.
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Fig. 150 The selection efficiency of the selection criteria for charged current events (a, c, e) and neutral current events
(b, d, f) over the EMC

ν variable. The events are shown after the trigger (a, b), charged lepton criteria (c, d), and neutrino
criteria (e, f) have been applied
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(a) (b)

(c) (d)

(e) (f)

Fig. 151 Migration matrices between the true and reconstructed neutrino energies. The matrices are shown for νe eID (a,
c, e) and νμ μID events (b, d, f), and after the trigger (a, b), charged lepton criteria (c, d), and neutrino criteria (e,
f) have been applied

A sample of events produced with the neutrino-
electron scattering process were produced for each neu-
trino flavor (νe, ν̄e, νμ, ν̄μ) using the Genie event
generator with the expected ESSνSB energy spectrum.
The discriminating power of Eeθ

2
e can be demonstrated

using the MC-true values for Ee and θe with this sample

of simulated events. The results are shown in Fig. 154,
and it is observed that events produced with neutrino-
electron scattering dominate for values of Eeθ

2
e less than

∼ 1 rad2 MeV.
These events were inserted into the WCSim model

of the ESSνSB water Cherenkov near detector, with
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Table 30 Number of expected events per running year, per level of the analysis, per flavour and interaction type, and per
each horn polarity

νµ CC νe CC ν̄µ CC ν̄e CC νµ NC νe NC ν̄µ NC ν̄e NC

Positive polarity

All interactions 6.69× 107 5.62× 105 1.86× 105 402 4.73× 107 3.09× 105 1.63× 105 301

Trigger 6.63× 107 5.60× 105 1.85× 105 400 2.64× 107 1.79× 105 8.49× 104 152

Sub-Cherenkov
criterion

3.35× 107 5.34× 105 1.16× 105 372 9.47× 105 9250 3240 3.9

Reconstruction
quality criteria

2.80× 107 4.83× 105 1.01× 105 336 7.89× 105 7770 2740 3.3

Cherenkov-ring
resolution
criterion

2.18× 107 3.81× 105 7.91× 104 263 6.76× 105 6720 2300 2.8

Pion-like
criteria

2.13× 107 3.42× 105 7.72× 104 241 9.30× 104 1040 407 0.3

Multi-sub-event
criterion

2.10× 107 3.32× 105 7.70× 104 240 9.20× 104 1020 400 0.3

Negative polarity

All interactions 6.82× 105 3440 1.09× 107 5.55× 104 5.30× 105 2050 9.65× 106 4.02× 104

Trigger 6.75× 105 3430 1.08× 107 5.53× 104 2.90× 105 1160 4.95× 106 2.08× 104

Sub-Cherenkov
criterion

3.41× 105 3260 5.98× 106 5.26× 104 1.07× 104 58.1 1.27× 105 607

Reconstruction
quality criteria

2.88× 105 2950 5.06× 106 4.78× 104 8960 48.8 1.09× 105 508

Cherenkov-ring
resolution
criterion

2.25× 105 2320 3.93× 106 3.74× 104 7700 42.1 9.22× 104 438

Pion-like
criteria

2.18× 105 2080 3.88× 106 3.42× 104 1310 6.9 1.42× 104 56.5

Multi-sub-event
criterion

2.13× 105 2020 3.87× 106 3.41× 104 1290 6.8 1.41× 104 56.2

a homogeneous distribution over the volume, and an
assumed direction for the incident neutrino along the
z axis. The full event simulation and reconstruction
procedure was applied, as well as the charged lepton
and neutrino selection criteria, which were discussed
in Sects. 7.2.3.2 and 7.2.3.3.

The number of expected events per running year can
be found in Table 33. This corresponds to Table 31
for neutrino-nuclear CC and NC interactions with
eID. Comparing these tables, it is clear that electron-
scattering events constitute a negligible background to
the CC event sample.

Figure 155 shows the expected event distributions
over the reconstructed Eeθ

2
e variable for eID neutrino-

electron scattering events along with CC nuclear inter-
action events after the application of the full event selec-
tion scheme. NC nuclear interaction events can be fully
neglected here. The neutrino-electron scattering events
are observed to dominate the CC and NC events at
Eeθ

2
e values below ∼ 4 rad2 MeV (where a smearing has

occurred in the reconstructed variables, compared with
Fig. 154). Therefore, we place a selection criterion to
only accept events with Eeθ

2
e < 4 rad2 MeV, accept-

ing 91% of neutrino-electron scattering events. Table 34
contains the number of expected events per flavor and
interaction type after the application of this selection

criterion, at which point neutrino-electron scattering
events dominate.

The neutrino energy-reconstruction performance for
neutrino-electron scattering events is shown in Fig. 156.
The poor energy reconstruction is largely attributed to
the variability in the energy of the outgoing electron.
This is supported by the well-performing energy recon-
struction of the fiTQun package, as is described in
Sect. 7.2.3.2, as well as the contents of Fig. 153, where
the incident neutrino energy for all simulated neutrino-
electron scattering events is compared to the (MC-true)
outgoing electron energy.

Using the detector response matrix, Fig. 156, an
unfolding procedure can be applied to transform the
reconstructed energy to the incident neutrino energy. A
test of this concept has been performed using the true
energy of the outgoing electron as a proxy for the recon-
structed neutrino energy, and a comparison between the
resulting unfolded neutrino spectrum and the true inci-
dent neutrino energy is made in Fig. 157. This unfolding
procedure reproduces the incident neutrino spectrum
well, which indicates that a similar performance could
be expected when applied to the proper reconstructed
energy spectrum.
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Fig. 152 Number of expected events per running year, summed over interaction type for each neutrino flavour, as functions
of the incident neutrino energy. Given for (a, c, e) positive and (b, d, f) negative horn polarity, after the application of the
(a, b) trigger , (c, d) charged lepton criteria, and (e, f) neutrino criteria have been applied
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Table 31 Number of expected eID events per running year, per level of the analysis, per flavour and interaction type, and
per each horn polarity

νµ CC eID νe CC eID ν̄µ CC eID ν̄e CC eID νµ NC eID νe NC eID ν̄µ NC eID ν̄e NC eID

Positive polarity

All interactions 1.50× 107 5.33× 105 4.28× 104 382 2.44× 107 1.65× 105 7.87× 104 142

Trigger 1.50× 107 5.33× 105 4.28× 104 382 2.44× 107 1.65× 105 7.87× 104 142

Sub-Cherenkov
criterion

2.57× 106 5.14× 105 1.00× 104 359 8.93× 105 8570 3060 3.7

Reconstruction
quality criteria

2.11× 106 4.69× 105 8380 327 7.62× 105 7360 2630 3.2

Cherenkov-ring
resolution
criterion

6.22× 105 3.70× 105 2190 256 6.55× 105 6390 2200 2.7

Pion-like
criteria

9.63× 104 3.32× 105 209 234 7.19× 104 718 313 0.3

Multi-sub-event
criterion

3.95× 104 3.22× 105 80.9 234 7.09× 104 691 307 0.3

Negative polarity

All interactions 1.66× 105 3260 2.49× 106 5.29× 104 2.68× 105 1070 4.61× 106 1.93× 104

Trigger 1.66× 105 3260 2.49× 106 5.29× 104 2.68× 105 1070 4.61× 106 1.93× 104

Sub-Cherenkov
criterion

2.87× 104 3140 4.31× 105 5.09× 104 9860 53.2 1.22× 105 574

Reconstruction
quality criteria

2.39× 104 2860 3.49× 105 4.66× 104 8500 45.8 1.06× 105 492

Cherenkov-ring
resolution
criterion

8000 2260 6.89× 104 3.66× 104 7330 39.7 8.95× 104 426

Pion-like
criteria

1180 2020 9640 3.34× 104 940 4.5 1.14× 104 43.7

Multi-sub-event
criterion

394 1950 5400 3.33× 104 918 4.3 1.13× 104 43.4

7.2.4 Super fine-grained detector (SFGD)

Several options have been considered for the fine-
grained tracker. The baseline was chosen to match the
design in development as an upgrade option for the
ND280 near detector of the T2K long baseline neu-
trino oscillation experiment in Japan. It is called the
Super Fine-Grained Detector (SFGD) [223], and con-
sists of a number of scintillator cubes with dimensions
1×1×1 cm3 each, read out by a three-dimensional pat-
tern of wave-length-shifting optical fibres (see Fig. 158).
MPPC (Multi-Pixel Photon Counters, equivalent to
SiPMs) are connected at each end of the optical fibres.
Our baseline is to use ∼ 106 cubes, forming a rectan-
gular cuboid with dimensions 1.4 × 1.4 × 0.5m3. The
thickness of 0.5 m along the neutrino beam is chosen
to let more charged leptons penetrate into the water
Cherenkov detector tank, thus allow for combined event
analysis. A magnetic field of up to 1 T oriented perpen-
dicular to the beam is applied in the tracker by a dipole
magnet (see Fig. 135).

For the purpose of illustration, Fig. 159 shows a sim-
ulated interaction of a 0.3 GeV muon neutrino inside
an artificially enlarged SFGD, using 200 × 200 × 200
scintillator cubes.

Neutrino interactions in the SFGD The number of
expected neutrino interactions in the SFGD, obtained
by the GENIE neutrino event generator [224–226], is
given in Table 35.

The main task of the SFGD is to reconstruct the
topology of neutrino interactions to facilitate the cross-
section measurement. To do so, we need identification of
the outgoing lepton—that could also be accomplished
in the water Cherenkov detector if it penetrates there.
Thus, we have to maximise the number of events in
which the outgoing lepton enters the water Cherenkov
detector. Figure 160, top-right plot, displays the track
length of the outgoing negative muons produced by CC
interactions of muon neutrinos. In a design where the
length of the SFGD along the beam axis is 50 cm,
around 12% of those muons enter the water Cherenkov
tank and can be identified there. For the muon antineu-
trino interactions (bottom plots in the same figure), the
respective percentage is as high as 20%. These numbers
motivate a choice of 50 cm thickness of the SFGD. If its
length along the beam axis were 1m and keeping the
same total sensitive volume of the detector, the respec-
tive values would be halved.
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Table 32 Number of expected μID events per running year, per level of the analysis, per flavour and interaction type, and
per each horn polarity

νμ CC μID νe CC μID ν̄μ CC μID ν̄e CC νμ NC

μID

νe NC μID ν̄μ NC

μID

ν̄e NC μID

Positive polarity

All interactions 5.19 × 107 2.88 × 104 1.43 × 105 19.7 2.29 × 107 1.44 × 105 8.44 × 104 159

Trigger 5.13 × 107 2.71 × 104 1.42 × 105 18.1 1.98 × 106 1.36 × 104 6150 10.2

Sub-Cherenkov
criterion

3.10 × 107 2.00 × 104 1.06 × 105 12.6 5.40 × 104 678 179 0.2

Reconstruction
quality criteria

2.59 × 107 1.43 × 104 9.29 × 104 8.7 2.69 × 104 407 111 0.1

Cherenkov-ring
resolution
criterion

2.12 × 107 1.03 × 104 7.69 × 104 6.3 2.11 × 104 327 93.6 0.1

Pion-like
criteria

2.12 × 107 1.03 × 104 7.69 × 104 6.3 2.11 × 104 327 93.6 0.1

Multi-sub-event
criterion

2.10 × 107 1.03 × 104 7.69 × 104 6.3 2.11 × 104 326 93.4 0.1

Negative polarity

All interactions 5.17 × 105 179 8.36 × 106 2610 2.62 × 105 983 5.05 × 106 2.08 × 104

Trigger 5.10 × 105 168 8.31 × 106 2400 2.20 × 104 86.9 3.46 × 105 1410

Sub-Cherenkov
criterion

3.12 × 105 125 5.55 × 106 1690 799 4.9 5490 33.4

Reconstruction
quality criteria

2.65 × 105 89.0 4.71 × 106 1170 456 3.1 3050 15.7

Cherenkov-ring
resolution
criterion

2.17 × 105 65.5 3.87 × 106 806 372 2.5 2720 12.8

Pion-like
criteria

2.17 × 105 65.5 3.87 × 106 806 372 2.5 2720 12.8

Multi-sub-event
criterion

2.13 × 105 65.5 3.86 × 106 806 371 2.5 2720 12.8

Fig. 153 1D and 2D event distributions over the particle energy of the incident neutrino and outgoing electron for a sample
of events simulated with the ESSνSB energy spectrum using Genie
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Fig. 154 Stacked event distributions of events produced by electron scattering with muon-neutrinos (blue) and electron-
neutrinos (yellow) as well as events produced through electron-neutrino charged current nuclear scattering (red), over the
Eeθ

2
e discriminating variable. Shown for each focusing horn polarity

Table 33 Number of
expected neutrino-electron
scattering events events per
running year, per level of
the analysis, per flavour,
and per each horn polarity

Positive polarity Negative polarity

νμ νe ν̄μ ν̄e νμ νe ν̄μ ν̄e

All interactions 1.50 × 104 1580 362 23.0 520 347 6950 229

Trigger 1.47 × 104 1550 355 22.1 510 338 6800 222

Charged lepton criterion 7470 812 158 6.4 240 136 3210 77.6

Neutrino criterion 7000 753 148 6.1 224 127 3000 72.8

Magnetic field The SFGD detector should be magne-
tised to measure momenta of the outgoing leptons pro-
duced by neutrino interactions. Figure 161 shows the
distributions of the outgoing charged leptons in muon
neutrino and antineutrino interactions versus its scat-
tering angle. While the distribution is flat for negative
muons, a clear trend towards forward angles is seen for
the positive muons. Thus, the magnetic field should be
perpendicular to the neutrino beam.

Theory predicts that the resolution of muon momen-
tum improves with increasing the magnetic field. As
expected, our simulations prove the well-known depen-
dence between the resolution of the momentum mea-
surement and the magnetic field. Another observation
is that the track length is an essential factor for the
quality of the momentum measurement (the longer the
track, the better the measurement), while the angle of
the track with respect to the beam axis is not particu-
larly important.

Due to anticipated technical difficulties to build a
relatively large conventional (“warm”) magnet with a
field exceeding 1T, a magnetic field strength of 1T is
retained. Figure 162 shows the dependence of the μ−
full momentum resolution Δp/p versus the true momen-
tum over our neutrino spectrum for this field. The res-
olution is in the vicinity of 15–20% with no strong
momentum dependence. Theoretically expected growth

with the momentum is not seen, presumably due to the
strong influence of track length on the resolution.

Neutrino energy reconstruction Figure 163 shows the
relative difference between the true and reconstructed
muon neutrino energy. The calculation assumes CCQE
interaction in the SFGD. The neutrino energy is cal-
culated from its kinematic dependence on the outgo-
ing muon momentum. In addition, the proton kinetic
energy in the SFGD is estimated using the amount
of light it produces in the scintillator cubes. Then, an
attempt is made to obtain the total neutrino energy
as a sum of the kinematically calculated energy and
the proton kinetic energy; the result is shown in the
figure. The obtained resolution averaged over the neu-
trino spectrum is 69 MeV. The right tail is due to appar-
ent double counting of the proton energy.

In parallel, reconstruction algorithms based on
machine-learning methods for estimation of the SFGD
performance have been developed. They are based on
the software package Toolkit for Multivariate Data
Analysis with ROOT (TMVA)) [227]. In what fol-
lows, we use reconstructed values of the calorimetric
variables (deposited energy in the scintillator cubes),
Monte Carlo truth for the electron kinematic vari-
ables (momentum and angle), Monte Carlo truth for
the muon kinematic variables (momentum and angle)
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Fig. 155 Expected event distributions over the reconstructed Eeθ
2
e variable for eID (a, b) neutrino-

electron scattering events and CC events (c, d) after the application of the full event
selection scheme, for positive (a, c), and negative (b, d) polarity

Table 34 Number of
expected events per running
year that are accepted by
the selection criterion on
Eeθ

2
e , at the final level of

the analysis, per flavour
and interaction type, and
per each horn polarity

Positive polarity Negative polarity

νμ νe ν̄μ ν̄e νμ νe ν̄μ ν̄e

Electron-scattering 6010 653 125 5.0 192 108 2560 60.3

Charged current 0 1300 0 4.3 0 11.9 0 1480

Neutral current 0.007 3.8 17.5 0.01 1.0 0.02 214 4.2

and/or reconstructed with the GenFit [228] package
muon momentum, where relevant.

In Figs. 164 and 165, we show the results of the
application of the TMVA methods for reconstruction
of muon and electron neutrino energies.

The results show that the achieved resolution, inte-
grated over the spectrum, is ∼ 20MeV and that the
relative one, (Etrue − Erec)/Etrue, is of the order of 6%
at 350MeV. It is important to keep in mind that these
are obtained with the fitted muon momentum for muon

neutrino interactions and with Monte Carlo truth for
the electron momentum and angle in the case of elec-
tron neutrino interaction.

CC and NC event separation Figures 166 and 167
demonstrate the performance of the SFGD in sepa-
ration of CC from NC neutrino interactions applying
TMVA methods. Our results show that the best train-
ing method is the Boosted Decision Tree with Gradient
Boosting (BDTG).
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(a) (b)

(c) (d)

Fig. 156 Event distributions over true and reconstructed neutrino energy (using Eq. 7.5) for neutrino-electron scattering
events, including eID events at the final level of the analysis that pass the Eeθ

2
e < 4 rad2 MeV selection criterion. The

distributions are shown for positive (a, c) and negative (b, d) horn polarity, and for νe + ν̄e (a, b) and νμ + ν̄μ (c, d)

Fig. 157 Event distributions over the true energy of the
incident neutrino sample (red) and the unfolded energy of
the same sample (black). The displayed uncertainty interval
represents the statistical uncertainty

In Table 36, we show aggregated results for CC/NC
separation performance of the SFGD in different energy
bins with properly selected method-specific cuts. An

Fig. 158 Design of the Super Fine-Grained Detector with
three-dimensional read-out[223]

excellent NC interaction rejection is demonstrated. A
signal efficiency well above 95% and signal purity
against a NC admixture of 99.8% can be achieved.

Neutrino flavour identification After selecting a CC
interaction in the SFGD, a procedure for identifica-
tion of the interacting neutrino flavour (i.e., νμ or νe)
should be performed. The procedure is based again on
the multi-variate analysis methods. In Fig. 168 and in
Table 37, we show the performance of the SFGD to
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Fig. 159 Display of a quasi-elastic muon neutrino event with a neutrino energy of 0.3 GeV in a granular detector made of
200 × 200 × 200 cubes. The neutrino comes from the left and interacts at point (100 cm, 100 cm, 91 cm). The event topology
represents decay of the muon into electron and appearance of bremsstrahlung photons. The magnetic field of 0.5 T is directed
out of the page perpendicular to the image plane. The colour bar shows the number of photoelectrons in the corresponding
cell

Table 35 Number of
expected interactions per
running year in the SFGD
listed over the four charged
lepton flavours and two
horn polarities

νμ νe ν̄μ ν̄e

Positive polarity

Charged current 5.82 × 104 313.6 122.3 0.6

Neutral current 4.00 × 104 170.1 118.8 0.5

Total 9.82 × 104 483.7 241.1 1.1

Negative polarity

Charged current 531.9 3.9 9009 29.1

Neutral current 396.7 2.5 8954 22.8

Total 928.6 6.4 1.75 × 104 51.9

separate muon-neutrino from electron-neutrino inter-
actions. In this case, the signal is an electron-neutrino
interaction and the background is a muon-neutrino one.
The same is shown for antineutrinos in Fig. 169 and
Table 38. It is seen that by choosing an appropriate
cut value, the admixture of the wrong flavour events
could be constrained below per mill level, with a signal
efficiency well above 90%.

Neutrino cross-section measurement As mentioned
above, one of the purposes of the SFGD is to measure
neutrino cross-sections. In Fig. 170, the “measured” νμ

and νe cross-sections are compared with the ones used
for simulation of neutrino events. Good agreement up
to Eν ∼ 500MeV is observed in both cases. For higher
energies, that discrepancy becomes substantial, espe-
cially in the muon case. The higher momentum region
suffers from low statistics, due to the low-energy nature
of the neutrino beam, which reduces the accuracy of the
neural network reconstruction in this region.

SFGD and water Cherenkov detector combined anal-
ysis Figure 171 shows a muon neutrino interaction

in the SFGD cube where the secondary muon pen-
etrates into the water Cherenkov volume, producing
Cherenkov light. We call such multi-detector-spanning
events crossover events. As mentioned above, roughly
12% (20%) of positive (negative) muons produced in
SFGD will exit the detector in the direction of the
water Cherenkov volume, and thus have a chance of
being detected there. The corresponding proportion of
electron neutrino events is about 6% of the sample.
The possible identification of exiting muon events in
the water Cherenkov tank would serve as an additional
veto for muon neutrinos in the electron neutrino event
sample, and thus yield a better purity.

Figure 172 contains momentum spectra of events in
which the primary muon or electron potentially enters
both the SFGD and the water Cherenkov detector. The
total number of potential muons and electrons is shown,
along with events with a positive z -component of the
momentum, as well as those that would have chance to
enter the water Cherenkov volume (assumed as pz >
120 MeV/c). It is seen that in ∼ 12% of the νμ-induced
events, the outgoing muons may produce light in the
water Cherenkov detector; whereas for the νe-induced
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Fig. 160 Left: kinetic energy vs. track length of the outgoing negative (upper plots) and positive muons (lower plots) from
CC interactions of muon (anti)neutrinos in the SFGD. Right: the respective projections on the track length

Fig. 161 Left: distribution over cos θ (θ is the polar angle) of the outgoing negative (left) and positive (right) muons from
respective neutrino(antineutrino) CC interactions in the SFGD

events, this fraction is halved, ∼ 6%, due to their softer
spectrum.

One sample of 105 events interacting in the SFGD
was simulated per flavour (e+, e−, μ+, μ−). These
were propagated to their end-point, and the events
containing a charged lepton that exited through the
backside of the SFGD (in the direction of the water
Cherenkov component) were registered. These particles

were inserted into the water Cherenkov detector simu-
lation with the best-case assumption that they imme-
diately entered the instrumented volume of the water
Cherenkov tank as they exited the SFGD.

Table 39 shows the number of events expected per
running-year at each level of the water Cherenkov anal-
ysis, up to the sub-Cherenkov criterion. These events
are efficiently rejected by the next selection level, the
reconstruction quality criteria, because they require a
minimum distance between the event vertex and the
wall of 30 cm (see Eq. 7.1).
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Fig. 162 Dependence of the full muon momentum resolu-
tion Δp/p versus the true muon momentum over the neu-
trino beam spectrum with a magnetic field of 1T

The events that enter the instrumented water
Cherenkov volume trigger the detector with an effi-
ciency between 44 and 82%, depending on flavor, and
pass the sub-Cherenkov criterion with a 14–60% effi-
ciency.

In Fig. 173, the capability of the two detectors for
particle identification in the crossover events using a
combined analysis is shown. The identification criterion
from the water Cherenkov analysis is shown, using the
NLLFQμ/NLLFQe (see Eq. 7.2), along with the BDTG
characterisation value of the SFGD. The assumption is
that the available information from the SFGD is the
track momentum and length, number of tracks, and
number of photoelectrons. This figure includes events
that pass the sub-Cherenkov criterion in the water
Cherenkov analysis (i.e., they have an energy above
the Cherenkov threshold). It is evident from the fig-
ures that the water Cherenkov detector can be used to
identify the tracks exhibiting high efficiency. In addi-
tion, the water Cherenkov detector provides the particle
energy, which could be used subsequently as a seed for

momentum measurement of the charged lepton track at
the vertex in the SFGD.

7.2.5 Emulsion detector

An NINJA-type emulsion detector will be situated
immediately upstream of the SFGD tracker: it will
be used for precise neutrino interaction cross-section
measurements. The original NINJA detector [229] is
an emulsion-based detector composed of modules using
either iron or water as a target; it operates concurrently
with the T2K near detectors at J-PARC (see Fig. 174).
Its primary purpose is to precisely measure the neu-
trino interaction topology and double differential cross-
sections. There is a joint effort with the members of the
NINJA collaboration to design a similar detector using
water as a target, which will be included in the ESSνSB
near-detector suite.

A conceptual design for the NINJA-like detector
adapted to the ESSνSB project has been developed and
included in the technical drawings for the near detec-
tor. It would consist of 130 emulsion cloud chamber
(ECC) elements like the one shown in Fig. 175, giving
the water target a total mass of about 1 t. The ECCs
will be placed in a dedicated cooling shelter immedi-
ately upstream of the SFGD. The overall volume of the
shelter would be on the order of 3.5×3.5×3m3, with a
total mass including support structures of around 8 t.

Detector performance The NINJA Collaboration has
published [230] measurements of the antimuon neutrino
interactions in water in the energy range of the T2K
experiment, using a prototype of their emulsion detec-
tor. The main uncertainties in the measurement come
from the low number of registered events. Currently,
the analysis of the first physics run with 9 ECC ele-
ments in a 75 kg water target is underway to increase
the statistics of neutrino-water interactions, as shown
in Fig. 176. The event detection efficiency of the detec-
tor is estimated to be about 80%. In 1 tonne of water,

Fig. 163 Relative
difference between the
reconstructed and true
muon neutrino energy (see
the text for details)
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Fig. 164 Muon neutrino energy reconstruction using fitted muon momentum. The right-hand plot shows the residuals,
i.e., the difference between the true and reconstructed energy

Fig. 165 Electron neutrino energy reconstruction. The right-hand plot shows the residuals, i.e., the difference between the
true and reconstructed energy

there will be 5.5 × 104 muon neutrino interactions and
out of these, 4.4 × 104 events would be detected in the
emulsion. That would lead to less than 0.5% statistical
uncertainty for the total cross-section.

The scanning technique of nuclear emulsion has
been developed throughout the NINJA experiment, and
allows for fast automatic recognition of tracks emitted
at large angles up to 80◦ with track-detection efficiency

of 98% [231]. This enables the measurement of charged
particles emitted at large angles, which is important
for the analysis of low-energy neutrino-nucleus interac-
tions. An even faster emulsion scanning system is cur-
rently under development—it is expected to be 10 times
faster.

The lepton energy resolution of the emulsion detec-
tor itself is based on evaluation of the multiple Coulomb
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Fig. 166 The upper and central figures show the efficiency
and purity for CC/NC separation of muon neutrino interac-
tions in the SFGD. Signal efficiency (blue curve, CC inter-
actions), background efficiency (red curve, NC interactions,
almost invisible) and signal purity (dashed blue curve) are
shown as a function of the method-specific cut. The upper
figure shows the top range on the y axis, while the central
figure shows the full range to display the steep decline in the
background efficiency. The lower plot shows the signal (blue)
to background (red) separation capabilities when applied to
the test sample

Fig. 167 The upper and central figures show the efficiency
and purity performance of the SFGD for charge/neutral
current interaction separation for electron neutrino inter-
actions. Signal efficiency (blue curve, charge current inter-
actions), background efficiency (red curve, neutral current
interactions), and signal purity (dashed blue curve) are
shown as a function of the method specific cut. The upper
figure shows the top range on the y-axis, while the central
figure shows the full range to display the steep decline in the
background efficiency. The lower plot shows signal (blue) to
background (red) separation capabilities when applied to
the test sample
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scattering of the charged lepton in the final state and
is about 10–20%. This could be substantially improved
using information from the downstream SFGD (for lep-
tons that reach it). Thanks to high granularity of the
detector, low-momentum protons from neutrino inter-
actions are also detected in the emulsion detector. In
the case where 500µm-thick iron plates are used in
the detector, the momentum threshold of protons is
200MeV/c and the energy measurement can be made
with 5% accuracy by measuring the range. If thinner
iron plates are used for the detector, the momentum
threshold and energy resolution will be improved.

Charged lepton identification In addition to the
momentum and range measurement described above,
the ECC technique can be used to measure the ionisa-
tion loss by measuring the blackness of tracks recorded
in the emulsion layers. Blackness is a density of num-
ber of silver grains in an emulsion layer along the track.
This is useful for discrimination between low energy e
and μ.

The lepton identification capability in water-target
ECC was investigated using the GEANT4 framework.
The 100MeV momentum e and μ are exposed to an
NINJA type water target ECC; they are clearly sepa-
rated using the averaged blackness and range of each
track, as shown in Fig. 177. A detailed study of the
capabilities for identification of electron neutrino events
in the ECC will be necessary for further design work.

7.3 Far detector

The primary purpose of the far detector (FD) is to
measure the νe (νe appearance signal in the νμ → νe
(νμ → νe) oscillation channel. A measurement of dif-
ference in oscillation probabilities for neutrinos and
antineutrinos would imply a CP violation in lepton sec-
tor.

7.3.1 Expected neutrino energy spectra and charged
lepton distributions

The expected number of neutrino interactions and their
energy spectrum in the 538 kt fiducial volume of the
far detector tanks at a distance of 340 km (Zinkgru-
van mine) has been calculated [232] to fine-tune the
detector response for maximal CP violation discovery
potential. The neutrino flux used is shown in Fig. 92.
Oscillation probability was calculated using the PMNS
matrix defined in Eq. (9.1), using parameter values from
Table 46. The effects of matter on oscillations have been
taken into account with an assumed constant matter
density of 2.8 g/cm3. The expected spectra are shown
in Fig. 178, from which it is evident that interacting
neutrino energies at the FD fall roughly in an energy
interval of 150–700 MeV. Hence, the neutrino flavour
selection should be optimised to achieve high efficiency
and purity of νe (νe) samples in that energy region.
The total number of expected interactions is given in
Table 40.

Neutrino interactions will be observed by measuring
charged particles in the final state of the scattering pro-
cess—most importantly charged leptons exiting a CC
interaction vertex. Neutrino energy is determined using
Eq. (7.3), for which knowledge of the final-state charged
lepton momentum and cosine of scattering angle cos θ
is required. The expected distributions of these quan-
tities for the appearance channel νμ → νe (νμ → νe)
and the disappearance channel νμ → νμ (νμ → νμ) are
shown in Figs. 179 and 180.

From the expected electron (positron) true-
momentum distributions for the signal oscillation
channel νμ → νe (νμ → νe) shown in Fig. 179b, it
can be seen that the relevant electron momentum falls
roughly between 50 and 600 MeV. There are virtually
zero neutrino interactions in which electron (positron)
momenta exceed 800 MeV. The true momentum range
of muons (anti-muons) exiting neutrino interaction
vertices for the νμ → νμ (νμ → νμ) disappear-
ance channel is expected to be somewhat narrower,
approximately covering the interval between 100 and
400 MeV. The Cherenkov threshold momentum for
muons in water is about pμ = 120 MeV, so a fraction of
low-momentum muons is expected to be undetectable.
Muon (antimuon) momenta are not expected to exceed
600 MeV.

The distributions of cos θ for electrons and muons
shown in Fig. 180a are somewhat flat, in contrast
with cos θ distributions of positrons and antimuons
(Fig. 180b) which show a strong preference for forward
scattering (cos θ = 1) due to the helicity dependence of
weak forces.

7.3.2 Detector design

The far detector of the ESSνSB project will be com-
posed of two standing cylindrical tanks. This choice is
mandated by immense technical difficulties and costs
to excavate a single cavern large enough to hold the
entire desired volume of target water. The photomulti-
plier tubes (PMT) used to detect the Cherenkov light
will be placed on the walls of each cylinder, making the
number of PMTs directly proportional to the surface
area of the cylinders. Each cylindrical tank will have
the diameter of its base equal to its height to minimise
the surface-to-volume ratio, while minimising the num-
ber of PMTs for a given target mass. The price of PMTs
is a major factor in the overall cost of the FD facility;
thus, this design is the most cost-effective.

A single FD cavern will be a standing cylinder with
base diameter dC = 78m and height hC = 78 m,
with an additional volume atop the cavern for access
and placement of infrastructure. A free-standing cylin-
drical detector with inner dimensions dI = 74 m and
hI = 74 m will be placed in the cavern (see Fig. 181).
The water in the inner volume of the detector will serve
as the neutrino target, while the volume between the
detector and cavern walls will be used as a veto detec-
tor. The purpose of the veto detector is to reject events
coming from outside the inner-detector volume.
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Fig. 168 Left: efficiency and purity performance of SFGD for distinguishing between νμ and νe CC events. Signal efficiency
(blue curve, νe interactions), background efficiency (red curve, νμ interactions), and signal purity (dashed blue curve) are
shown as a function of the method-specific cut value. Right: signal/background separation capabilities as a function of the
applied cut value

Table 36 CC/NC
separation performance
(efficiency ε and purity p)
of the SFGD for all
neutrino species and in
various energy bins

Eν (GeV) νμ νe ν̄μ ν̄e

ε (%) p (%) ε (%) p (%) ε (%) p (%) ε (%) p (%)

0.0–0.2 98.1 99.7 99.1 99.9 99.5 99.9 99.5 100

0.2–0.3 99.3 99.9 99.6 99.9 99.5 99.8 99.5 99.9

0.3–0.4 99.3 99.9 98.8 99.9 99.0 99.9 99.1 99.0

0.4–0.5 98.3 99.5 97.8 98.0 98.5 99.5 98.5 98.2

0.5–0.6 97.0 99.0 97.0 95.4 96.8 99.6 96.8 97.8

0.6–0.8 95.8 98.4 95.2 95.1 98.0 99.8 95.9 98.5

0.8–1.0 95.5 95.5 n/a n/a n/a n/a n/a n/a

The PMT coverage of the detector is defined as the
fraction of its inner surface area covered by PMTs.
Designs using 20, 30, and 40% coverage have been stud-
ied. Large (20 inch) PMTs have been chosen for use
in the inner detector to reduce the number of tubes
required to achieve a given coverage. The numbers of
required PMTs per single tank for different coverages
are shown in Table 41. It should be noted that the exact
number of required PMTs may vary by a small amount,
depending on the technical details of the tank construc-
tion.

A dedicated study has been performed to estimate
the effect of coverage on the detector performance. Elec-
trons and muons were simulated in the inner detec-
tor volume using WCSim software package, and their
tracks and momenta have been reconstructed by the
fiTQun track reconstruction software. A dedicated
optimisation procedure of fiTQun, also known as tun-
ing , has been performed for each of the three cover-
ages. The distribution of difference between true and
reconstructed charged lepton momentum is shown in
Fig. 182.

As illustrated by Fig. 182, the 30 and 40% cov-
erage options perform comparably well in the range

of expected electron/muon momenta, while the 20%
option has essentially no momentum-reconstruction
ability. The 30% coverage option is chosen as the base-
line for the far detector design, because it provides a
satisfactory performance with an optimal number of
PMTs.

Further study is needed to evaluate the performance
of the 30 and 40% options for non-beam physics such
as atmospheric, galactic, and supernova neutrino stud-
ies, proton decay studies, and more. To account for the
possibility that these additional physics searches might
benefit from higher PMT coverage, the frame of the
detector has been designed to hold the number of PMTs
corresponding to 40% coverage. The 30% coverage can
be achieved in this design by evenly distributing PMTs
across 3/4 of the available mounts. The baseline far
detector parameters are shown in Table 42.

Preliminary technical design A preliminary technical
design of the far detectors has been made by the com-
pany Tecnomotive.

Each PMT will be placed within a protective cover
made of stainless steel bell and a transparent acrylic
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cover on top (see Fig. 183 for inward facing PMTs, and
Fig. 184 for outward facing PMTs). The bell will be
interfaced to the acrylic window by a waterproof joint.
The PMT will be locked to a bell using a plastic center-
ing ring. The readout electronics and the high-voltage
source will be placed in a dedicated space within the
bell. Two cable feed-throughs are going to be imple-
mented in the bell to be used for electric connections
and pressurisation of the protective cover.

To simplify the construction phase, the inward-facing
PMTs on the wall of the cylinder will be arranged in
sub-modules consisting of three PMTs (see Fig. 185).
A mechanical interface will be constructed for each
outward-facing PMT (see Fig. 186). These will then be
mounted on a frame as shown in Fig. 187, which will
in turn be arranged to form the cylindrical structure of
the detector as illustrated in Fig. 188.

The cylindrical frame will be constructed in an exca-
vated cavern as a free-standing structure, with optional
mechanical connections to the cavern walls and ceiling
for additional stability. The entire cavern will be filled
with ultra-pure water, which must be continuously puri-
fied to maintain the required purity. The top of the
detector will be covered with a flooring made of steel
sheets to minimise the introduction of impurities to the
water from outside and to support required equipment.

The top part of the cavern will be dome-shaped. It
will feature a crane with a fulcrum on the cylinder axis
and with its arm extending through the entire width of
the cavern for handling and assembly of components.
All components will be transported by trucks to the
top of the cavern through two service tunnels. This is
illustrated in Fig. 189.

A more detailed technical design will be produced
once the detailed geological properties of the mine site
are determined.

7.3.3 Detector performance

The CP violation will be measured in ESSνSB by
observing CC interactions of electron neutrinos and
antineutrinos coming from νμ → νe and νμ → νe oscil-
lation channels, respectively. Apart from the parame-
ters of neutrino mixing model (see Eqs. (9.1) and (9.2)),
the oscillation probabilities depend on neutrino energy.
Hence, the far detector should have a very good per-
formance for discrimination between νμ(νμ), νe(νe) CC
interactions, and ν(ν) NC interactions, together with a
reasonable neutrino energy resolution.

Determination of the incoming neutrino energy and
flavour requires reconstruction of the momentum, scat-
tering angle, and flavour of the final state charged
lepton (electron, muon, or their antiparticles); these
three quantities are directly measured by the detec-
tor. The final state of neutrino interactions may contain
additional charged particles, which degrade the perfor-
mance of the detector for identification and momen-
tum/angle reconstruction of charged leptons in the neu-
trino branch. The analysis of the charged lepton recon-
struction performance in the FD is done in two parts:

Table 37 Efficiency and purity performance of the SFGD
for distinguishing between νμ and νe CC events as a function
of the applied cut value

BDTG cut Efficiency (%) Purity (%)

−0.80 100 93.9

−0.60 99.7 95.2

−0.40 99.2 96.6

−0.20 98.7 97.7

−0.03 98.1 98.5 Best cut

0.20 97.2 99.0

0.40 96.5 99.4

0.60 95.9 99.7

0.80 95.0 99.8

0.95 92.0 99.9

Table 38 Efficiency and purity performance of SFGD for
distinguishing between ν̄μ and ν̄e CC events as a function
of the applied cut value

BDTG cut Efficiency (%) Purity (%)

−0.80 100 96.5

−0.60 99.8 96.9

−0.40 99.6 97.5

−0.20 99.2 98.1

0.00 98.8 98.7

0.26 98.3 99.3 Best cut

0.40 97.9 99.4

0.60 97.3 99.7

0.80 96.2 99.8

0.95 93.0 99.9

(i) using a simulation of pure charged lepton flux to
determine the intrinsic detector response, and (ii) using
full neutrino interaction simulation to determine a real-
istic detector response which includes effects of multi-
particle final state of neutrino interactions.

Detector performance for the neutrino energy recon-
struction is evaluated using full neutrino interaction
simulation with a flavour selection algorithm which
depends solely on observable quantities. The energy
reconstruction performance (migration matrices) was
determined not only for correctly determined neutrino
flavour and interaction type, but also for all combina-
tions of true neutrino flavour and reconstructed flavour.

Reconstruction performances in this section are
shown mostly for the correctly identified flavour of
charged leptons and neutrinos for clarity. The physics
performance, however, has been determined using the
full set of migration matrices for all combinations of
identified/simulated neutrino flavours.
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Fig. 169 Left: efficiency and purity performance of the SFGD for distinguishing between anti-νμ and anti-νe CC events.
Signal efficiency (blue curve, anti-νe interactions), background efficiency (red curve, anti-νμ interactions), and signal purity
(dashed blue curve) are shown as a function of the method-specific cut value. Right: signal/background separation capabil-
ities as a function of the applied cut value

Fig. 170 Left: “Measured” νμ cross-section (blue) compared to the cross-section used by GENIE (red) to simulate the
interactions. Muon neutrino energy calculation is based on the fitted muon momentum. Right: “Measured” νe cross-section
(blue) compared to the cross-section used by GENIE (red) to simulate the interactions. Electron neutrino energy calculation
is based on the true electron momentum

Monte Carlo simulation and analysis An extensive
MC simulation of neutrino interactions in the far detec-
tor and its response has been performed to obtain
the detector performance. Neutrino interactions with
a water target have been simulated using the GENIE
interaction generator, particle propagation through
the detector and PMT response using WCSim soft-
ware based on Geant4, and detector response using
fiTQun reconstruction software. More details on the
simulation software may be found in Sect. 7.1. The
number of simulated events corresponds to 10–100
times expected number of neutrino interactions.

Pure charged lepton production The study of
the detector response to pure charged leptons is per-
formed using a dedicated MC production that does
not contain simulation of neutrino interactions: instead,

propagation of charged leptons through the detec-
tor is simulated. Each simulated charged lepton orig-
inates from a point within the inner detector. Creation
points of simulated leptons were uniformly distributed
along the full inner water volume,3 with an isotropic
momentum-direction distribution. Their kinetic ener-
gies were uniformly distributed within predetermined
ranges. Kinetic energy ranges and sizes of MC sample
for each species are shown in Table 43.

Full neutrino interaction production Neutrino
interaction vertices have been simulated uniformly
across the inner water volume of the far detector,
assuming a horizontal neutrino beam. A small expected
beam tilt due to the curvature of the Earth is expected
to have negligible contribution to the detector perfor-
mance; it will be implemented in the future analysis

3As opposed to fiducial volume only.
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Fig. 171 Muon neutrino
interaction in the SFGD
cube with a secondary
muon producing Cherenkov
light in the near water
Cherenkov detector

Fig. 172 Momentum spectra of muons (left) and electrons (right) which potentially span the SFGD and the water
Cherenkov detector: all candidates that reach the last plane of the SFGD (dark blue), candidates with positive pz

(red), and candidates with high enough energy to potentially allow them to enter the water Cherenkov component (blue,
pz > 120MeV/c)

once the exact position of the far detectors with respect
to the beam source is established. The total number of
simulated events for each neutrino flavour and inter-
action type are shown in Table 44. The interacting
neutrino energy distribution (flux multiplied by cross-
section) of simulated samples is shown in Fig. 190; since
the distributions are approximately uniform, these sam-
ples will be referred to as “flat energy” MC samples.

Construction of uncertainty intervals For each
simulated MC event, the reconstructed value of a cer-
tain parameter—like charged lepton momentum or neu-
trino energy—will be different than the true value used
as an input to the simulation. In general, reconstructed
values for a single true value follow a probability dis-
tribution. Symmetric uncertainty intervals have been
calculated for the reconstructed parameter value as a

function of the true value, for various parameters as
shown below. For each bin in the true value, a cumula-
tive probability distribution function (CDF) for recon-
structed values has been constructed using subset of
MC events that fall into the bin. The lower (upper)
edge of the 1σ uncertainty interval is defined as the
reconstructed value for which CDF has a value of 0.159
(0.841). The absolute resolution is defined as 1/2 of the
uncertainty interval width, while the relative resolution
is defined as absolute resolution divided by mean energy
of the bin.

Neutrino flavour identification Neutrino flavour
selection is based on the identification of the charged
lepton in the final state of the neutrino scattering pro-
cess. This procedure is complicated by the fact that
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Fig. 173 Particle identification for charged lepton tracks which begin in the SFGD and end in the water Cherenkov
detector. The NLLFQμ/NLLFQe from the water Cherenkov analysis is measured on the x axis and the BDTG value from
the SFGD analysis is on the y axis. Top left: νe beam, top right: νμ beam, bottom left: anti-νe beam, bottom right: anti-νμ

beam. Note that events with NLLFQμ/NLLFQe < 1.01 are classified as muon-like and events with NLLFQμ/NLLFQe ≥ 1.01
as electron-like in the water Cherenkov analysis (see Eq. (7.2)

Fig. 174 A schematic view of the NINJA detector situated
upstream of the INGRID detector at J-PARC. Taken from
[230]

there may be other particles which emit Cherenkov light
in the final state. The discrimination between muons
and electrons in the detector is based on the observation
of the decay of the muon. At the relatively low neutrino
energies of ESSνSB of (150–400) MeV, most neutrino
interactions are of the QES type. In the case of CC

Fig. 175 A photograph of the NINJA ECC element using
water as target

QES interactions, the final state contains a detectable
charged lepton (muon for νμ and electron for νe) and
an undetectable proton or neutron for the neutrino and
antineutrino, respectively. The produced proton is well
below the Cherenkov threshold, because its mass is
large compared to ESSνSB neutrino energies. Neutral
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Table 39 Number of
expected events per running
year in the SFGD, as well
as those entering the water
Cherenkov detector and
passing the water
Cherenkov selection
criteria. Listed over the four
charged lepton flavours and
two horn polarities

μ− e− μ+ e+

Positive polarity

All events SFGD 9.82 × 104 484 241 1.0

Exiting SFGD (entering water Cherenkov) 1.78 × 104 87.9 39.9 0.2

Trigger 1.18 × 104 60.4 33.6 0.1

Sub-Cherenkov criterion 4100 40.0 12.0 0.1

Negative polarity

All events SFGD 929 6.4 1.75 × 104 51.9

Exiting SFGD (entering water Cherenkov) 120 0.6 3890 11.1

Trigger 78 0.4 3350 9.6

Sub-Cherenkov criterion 26 0.2 1210 6.8

current elastic interactions do not have detectable parti-
cles in their final state, except for a possible gamma ray
emitted by de-excitation of a target nucleus. Therefore,
one can discriminate between νμ and νe QES interac-
tions by observing a single charged lepton in the final
state and determining its flavour. Neutral current inter-
actions can be rejected by discarding events which have
only one gamma ray in the final state.

Complications arise with increasing neutrino ener-
gies, because additional interaction modes become
available. In particular, these are resonant (RES) inter-
actions—in which a short-lived hadron resonance is pro-
duced which then immediately decays into visible pions;
and deep inelastic scattering (DIS) interactions—in
which a target nucleon is destroyed producing a number
of particles in the final state. An additional complica-
tion is the existence of inelastic NC scattering modes
which often contain a single π0 in the final state. This
particle promptly decays into a pair of gamma quanta,
each of which produces an electromagnetic shower sim-
ilar to that of an electron. Mis-tagging a π0 as an elec-
tron can therefore pollute a selected νe sample with NC
interactions.

The algorithm for selection of νe-like and νμ-like
samples is a sequential rejection algorithm. First, the
decision is made whether a particular interaction is
a νe interaction, and if it is not then the decision is
made whether it is a νμ interaction. Events not classi-
fied as either νμ or νe are discarded. When running in
neutrino mode, all events are assumed to be neutrino
interactions, while in antineutrino mode, all events are
assumed to be antineutrino interactions. Due to the
high purity of the beam, this results in very small pol-
lution of the samples by wrong-sign4 neutrinos.

The algorithm for classifying an event as νe is a
sequential rejection with the following steps:

1. Perform a fiducial cut assuming a particle is an elec-
tron: if the interaction vertex is produced outside
of the fiducial volume, the event is not classified as
νe;

4The sign here denotes whether neutrino is a particle or
antiparticle.

2. If there are two global detector triggers within
50ms, with the first during the beam time-window,
the event is not classified as νe—this step effectively
discards events containing muon decays, since the
muon will produce the first trigger, while the Michel
electron will produce the second trigger;

3. If fiTQun PID favours a muon over electron in the
first trigger, event is not classified as νe—this step
rejects νμ events in which a Michel electron is not
detected;

4. If the total PMT charge used for reconstruction is
less than 1000 p.e., the event is not classified as
νe—this step rejects most NC events;

5. If fiTQun PID favours π0 over electron with
a negative log-likelihood difference of NLLFQe −
NLLFQπ0 > 150 and fits the π0 mass between 55
and 215MeV, the event is not classified as νe—this
step rejects π0 produced in inelastic NC events;

6. If the momentum of the particle in the first trig-
ger, assuming it is an electron, is less than 70MeV,
the event is not classified as νe—this step rejects
“dark muons”, i.e. muons with momenta below the
Cherenkov threshold which decay to visible Michel
electrons;

7. The event is classified as νe.

Selection algorithm for νμ events is as follows:

1. If the event is classified as νe, it is not classified as
νμ;

2. Perform a fiducial cut assuming a particle is a
muon: if the interaction vertex is produced outside
of the fiducial volume, the event is not classified as
νμ;

3. If there is more than one global detector trigger
within 50 ms, and the first trigger is in the beam
time window, the event is not classified as νμ;

4. The event is classified as νμ.

These algorithms are applied independently for each
of the two FD tanks. The composition on νe-like and
νμ-like samples obtained by this selection is shown in
Fig. 210.
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Fig. 176 An NINJA
detector includes 9
water-target ECC elements.
The NINJA detector is in
the centre of the figure. The
white rack consists of three
tiers, with 3 ECC elements
on each tier, for a total of 9
ECC elements in use. An
emulsion shifter and a
scintillation tracker, which
add timing information to
emulsion tracks, are placed
downstream of ECC
elements for μ identification
(by connecting to the
Baby-MIND—one of the
T2K near detectors)

Fig. 177 e/μ separation in ECC. 1000 e and 1000 μ are
simulated perpendicular to an NINJA type ECC using the
GEANT4 framework. The figure shows their averaged black-
ness in 50 emulsion layers downstream of the stopping
layer—defined as the point at which a particle loses energy
and stops or goes out of angular acceptance of 80◦

Pure charged lepton reconstruction The analysis in
this section is based on the simulation of a pure charged
lepton flux described in Sect. 7.3.3.1. The selection algo-
rithm described in Sect. 7.3.3.2 is applied to each sim-
ulated event, keeping only those which are correctly
identified (electrons and positrons pass νe selection;
muons and antimuons pass νμ selection). This signifi-
cantly reduces the number of events events in which the
muon is below the Cherenkov threshold and a Michel
electron is erroneously reconstructed in its stead.

Figure 191 shows the distribution of reconstructed
charged lepton momenta as a function of true charged
lepton momentum for each of the four species.
Figure 192 shows absolute and relative 1 σ uncertainty
intervals for the reconstructed momentum as a function
of the true charged lepton momentum.

Absolute momentum reconstruction uncertainty for
all four species increases with the true momentum
value, as shown in Fig. 192a. As can be seen in
Fig. 192b, the relative resolution of the (anti)electron
momentum is below 10% for momenta larger than
100MeV and dropping below 8% for momenta greater
than 800MeV. For (anti)muon momenta, relative reso-
lution is best at lower momenta, beginning below 4% for
momenta up to 400MeV and reaching 6% for energies
above 1GeV.

Figure 193 shows the distribution of reconstructed
cos θ of the charged lepton as a function of true cos θ
of the charged lepton for each species. The absolute
resolution of cos θ shown in Fig. 194 peaks at 0.035 for
(anti)electron and at 0.03 for (anti)muons, with both
peaks at cos θ = 0.

The selection efficiency for identifying the correct
charged lepton flavour by applying the neutrino flavour
selection algorithm is shown in Fig. 195. The selection
efficiency for electrons and positrons is almost at the
level of the fiducial volume cut at momenta in the range
80–300 MeV, which coincides with the main peak of
the expected νμ → νe and νμ → νe signal shown in
Fig. 179. The sharp decrease of efficiency below 70MeV
is due to the Michel electron cut. The selection effi-
ciency for muons and antimuons sharply rises after the
muon Cherenkov threshold and reaches about 0.8 for
antimuons and 0.7 for muons.
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Fig. 178 Expected neutrino spectrum in the FD using a realistic flux for positive (a) and negative (b) polarity. The black
line represents the νμ → νμ channel, while the red line represents the νμ → νe channel

This is an intrinsic detector performance for recon-
struction of charged lepton momentum and its direc-
tion, which is considered the best-case scenario. It is
expected to worsen for full neutrino interaction events
due to the presence of additional particles in the final
state.

Reconstruction of charged leptons in the final state
of neutrino interaction The analysis in this section
is performed using a full simulation of neutrino inter-
actions described in Sect. 7.3.3.1. The performance
is shown separately for simulated samples contain-
ing (i) only QES neutrino interactions, and (ii) a full
model of neutrino-nucleus scattering. The QES sample
is expected to perform better, because the final state
consists only of one detectable charged particle—the
charged lepton in the neutrino branch. The neutrino
flavour selection algorithm described (see Sect. 7.3.3.2)
is applied to each simulated event, keeping only those
which are correctly identified.

The reconstructed momentum distributions of the
final-state charged leptons as a function of true momen-
tum for the four relevant neutrino species are presented
in Fig. 196. Similar plots for the reconstructed cos θ as
a function of true cos θ are presented in Fig. 197.

The absolute and relative resolutions for recon-
structed lepton momentum and cos θ as a function
of their true values are shown in Fig. 198, both for
the QES and all event samples. The cos θ resolution
is similar to that of the pure lepton analysis, with
the exception of the antimuons produced in νμ CC
interactions. The reason for this exception is that νμ

CC interactions strongly prefer forward scattering (see
Fig. 180b), so there is a very small number of back-
scattered antimuons; the signal in the cos θ < 0 region
is therefore drowned in the noise coming from the
random mis-reconstruction caused by photons in the
final state of neutrino interactions. This effect is more
pronounced for the full event sample, since additional

Table 41 Number of PMTs required for various detector-
coverage options

Coverage Number of PMTs

20% 24,888

30% 37,830

40% 49,914

final-state particles further increase the odds for mis-
reconstruction of muon tracks. Since the expected num-
ber of back-scattered antimuons in the ESSνSB beam
is very small, this does not have a significant impact on
the experiment’s performance. Electrons and positrons
produced in νe and νe CC interactions do not exhibit
these effects, because the reconstruction and selection
algorithms are tuned for maximal performance in νe
and νe detection—their interactions are the signal for
CP violation measurement.

Neutrino energy reconstruction and selection efficiency
Neutrino energy is reconstructed using measurements

of the final-state charged lepton momentum and its
scattering angle (cos θ) as an input to Eq. (7.3). The
main source of the uncertainty comes from the fact
that nucleons in the nucleus undergo a random Fermi
motion: even if charged lepton momentum and scat-
tering angle are perfectly measured, there will still be
a residual uncertainty in reconstructed energy up to
100MeV, its exact value depending on the actual Fermi
momentum of the struck nucleus and momentum trans-
ferred from neutrino to the nucleus. The contribution
coming from the uncertainty of measurement of charged
lepton momentum and cos θ is lower than that, so fur-
ther improvement of the detector response would yield
only minor improvements to the neutrino energy reso-
lution. The number of generated MC events is shown
in Table 44.
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Fig. 179 Expected distributions of charged lepton momentum in the FD using the realistic flux for positive (a) and negative
(b) polarity. The black line represents muons originating from the νμ → νμ (νμ → νμ) channel. The red line represents
electrons originating from the νμ → νe (νμ → νe) channel

Fig. 180 Expected distributions for the cosine of the charged lepton scattering angle in the FD using the realistic flux for
positive (a) and negative (b) polarity. The black line represents muons originating from the νμ → νμ (νμ → νμ) channel.
The red line represents electrons originating from the νμ → νe (νμ → νe) channel

Figure 199 shows the distribution of the recon-
structed neutrino energy as a function of true neu-
trino energy—the migration matrices. The information
on the selection efficiency is encoded in these matri-
ces: the integral of a column for each true energy bin
is less than one and represents the selection efficiency.
The matrices are produced using the “flat energy” MC
set, so they are valid for any flux within the neutrino
energy region they cover. However, these do depend on
the neutrino flavour-selection algorithm, which is opti-
mised for the ESSνSB flux, making them most efficient
in the ESSνSB neutrino energy region. The matrices
are shown both for the QES and full simulated inter-
action sample. Some effort has been put into selecting
only QES events to improve the physics reach of the
project, but it has been shown that the optimal sensi-
tivity is reached when keeping a full event sample; the
loss of the sensitivity due to degraded energy resolution
is compensated by the increased number of events. As
seen in Fig. 199, only those matrices for the neutrino
flavour are correctly selected for clarity; the full set of

matrices containing the addition of all possible com-
binations of selected/true neutrino flavour have been
produced and are used for physics reach determination.

In the matrices produced using the full event sample,
there is a ridge in the area below the perfect reconstruc-
tion line (red diagonal line), which is absent from the
matrices made using the QES subsample. This ridge
is caused by the presence of additional particles in the
final state of non-QES interactions, which carry away
energy that is unaccounted for in the Eq. (7.3), result-
ing in an underestimation of the neutrino energy. This
is the primary reason that the resolution for the full
event sample is worse than that of the QES sample.

The absolute and relative resolution of the recon-
structed neutrino energy is shown in Fig. 200. As
expected, the resolution for the QES sample is better
than the one for full event sample, which is mainly due
to the ridge visible in the matrices in the left column
of Fig. 199. The resolutions are comparable between
QES and total samples in the energies up to roughly
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Fig. 181 Overall view of a single far-detector tank with indicated dimensions

Fig. 182 Distribution of difference between true and reconstructed momenta of electrons and muons for 20, 30, and 40%
coverage options
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Fig. 183 A schematic view of an inward-facing 20 inch PMT embedded in a protective cover

Fig. 184 A schematic view of an outward-facing (veto) 8 inch PMT embedded in a protective cover

400MeV, since non-QES interactions become promi-
nent above that energy. The energy resolution for neu-
trinos is consistently worse than that for antineutri-
nos. The reason behind this fact is that, at ESSνSB
energies, antineutrinos prefer forward scattering, unlike
neutrinos which prefer isotropic scattering, which is
due to the nature of the weak forces. The momentum
transfer between neutrino and the target increases with
the scattering angle because of the kinematics, which
means that the forward-scattered particles transfer less
of their momentum. Less momentum transfer implies

less dependence of the final state on the initial target
momentum, thereby reducing the uncertainty on the
neutrino energy coming from the Fermi momentum of
nucleons.

In the energy range above 250MeV, the resolution
is better for muon (anti)neutrinos than for electron
(anti)neutrinos, because muons in the final state do not
produce an electromagnetic shower (unlike electrons)
which make their Cherenkov rings sharper and easier
to reconstruct than those of electrons. In the lower
energy region, muon (anti)neutrino reconstruction is
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Fig. 185 Basic inward-facing PMT module consisting of 3 PMTs within a protective cover

Fig. 186 Mechanical interface for the outward-facing (veto) PMT within a protective cover

worse, because the resulting muons are very close to
or below the Cherenkov threshold, which makes their
observation more difficult or impossible; the produced
electrons are well above the Cherenkov threshold for all
ESSνSB neutrino energies.

The relative energy resolution for the QES sam-
ple is 12–22% (15–28)% for electron (muon) neutri-
nos, and 11–23% (8–30)% for electron (muon) antineu-
trinos. For the full event sample, the energy resolu-
tion is in the range of 12–33% (16–33%) for elec-
tron (muon) neutrinos, and 12–23% (9–29%) for elec-
tron (muon) antineutrinos. However, for energies cor-
responding to the second oscillation maximum at the

FD site (150–400 MeV), the QES and full-sample reso-
lutions are comparable.

The neutrino energy reconstruction bias (difference
between reconstructed and true neutrino energy) as a
function of true neutrino energy for each neutrino fla-
vor, using full event sample, is presented in Fig. 201.
The bias is close to zero for energies corresponding
to the second oscillation maximum at the FD site
(150–400 MeV), after which it drops below zero, mean-
ing that the reconstructed energy is underestimated for
energies above 600 MeV where non-QES events prevail.

The selection efficiency is shown in Fig. 202. It is cal-
culated using the migration matrices described above.
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Fig. 187 Basic frame used for the construction of the detector

Fig. 188 A detail of the
lower part of the detector
construction, using the
frames described in Fig. 187

Diagonal efficiency (Fig. 202a) refers to correct neutrino
flavour selection, while off-diagonal (Fig. 202b) refers to
the misidentified neutrino flavour. The red dashed lines
in Fig. 202a refer to fiducial selection efficiency.

7.3.4 External background

The external background events are events that are not
a result of ESSνSB beam neutrino interactions and yet

they trigger the detector. Most of the external back-
ground is rejected by discarding triggers which occur
outside of the beam time window (BTW). In the cur-
rent design, the duration of neutrino beam pulse will
be 1.3µs, which is by definition also the length of
the BTW. The beam will operate in batches of four
such pulses separated by 0.75ms. The frequency of the
batches themselves will be 14Hz, matching the native
frequency of the ESS accelerator in neutrino mode. The
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Fig. 189 An illustration of
the far detector cavern

Table 42 Parameters of
the ESSνSB far detector Parameter Value

Type Cylindrical water Cherenkov

Tank geometry Standing cylinder

Number of tanks 2

Tank diameter 78m

Tank height 78m

Inner detector diameter 74m

Inner detector height 74m

Target water mass 318 kt per tank (636 kt total)

Inner detector PMT coverage 30%

Inner PMT diameter 20 inch

Number of inner PMTs 37,830 per tank (75,660 total)

Fiducial volume cut 2m inwards from inner detector walls

Fiducial water mass 269 kt per tank (538 kt total)

Outer (veto) PMT size 8 inch

Number of outer (veto) PMTs 8226 per tank (16452)
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Fig. 190 Number of simulated neutrino interactions as
a function of neutrino energy for all simulated neutrino
flavours and interaction types

Table 43 Kinetic energy (Ekin) range and MC set size for
each species of simulated charged leptons

Charged lepton Ekin/MeV Simulated events

Electron 10–1200 500,000

Muon 10–1100 500,000

Positron 10–1200 500,000

Antimuon 10–1100 500,000

Table 44 Number of Monte Carlo simulated events per
neutrino flavour

Neutrino flavour Simulated events

νe CC 1,000,000

νμ CC 991,000

νe CC 1,000,000

νμ CC 1,000,000

ν NC 984,000

ν NC 953,000

duty cycle of such a design is 7.28 × 10−5. This is the
rejection factor for external background not related to
the beam.

Atmospheric neutrinos are neutrinos produced by
cosmic rays colliding with the upper parts of the atmo-
sphere. The interaction rate of these neutrinos in the
energy range of 0–10 GeV in the 538 kt fiducial vol-
ume of FD is estimated to be 1.5 × 10−3 per second
[233]. Therefore, the probability of their interaction in
the BTW is 2.0 × 10−9 and the expected number of
such interactions in a year is 1.89, which is negligible
compared to the expected number of beam neutrino
interactions. Given that event selection in FD is based
on the observation of muon decay, one must also take

into account the probability to have an atmospheric
neutrino interaction while waiting for the decay of the
muon created in the beam neutrino interaction. This
probability is 7.5×10−9 for a 50ms acceptance window
between muon creation and its decay. Given the num-
ber of expected interactions shown in Table 40, one can
put a conservative upper bound on the number of beam
muons produced per year as 10,000. In this case, the
expected number of events per year in which a muon is
created and the atmospheric neutrino interacts before
this muon decays is 7.5 × 10−3. Therefore, the atmo-
spheric neutrino background is completely negligible.

Atmospheric muons are muons created by cosmic
rays colliding with the upper part of the atmosphere.
Since the detector will be placed 1000m underground, a
very small number of the muons will reach it, and this
small number will be further decreased by the BTW
rejection. Therefore, this background is negligible.

Beam rock muons are muons created by ESSνSB
beam neutrino interactions in the rock and structures
upstream of the FD and which enter the detector. This
source of external background cannot be reduced by
the BTW rejection. However, most muons produced by
ESSνSB beam will have momenta of less than 400MeV
due to the low energy of the beam. A muon passing
through water will lose about 200MeV per meter trav-
elled, which means that most of them will fully stop in
the veto water volume of the detector and not reach
the inner fiducial volume. Therefore, this background
is negligible as well.

7.4 Visualisation and event display

An event display EsbRoot [215] was developed based
on the graphics technology developed at Orsay from
2010 (developments done at LAL up to 2020 and now
continued in the new Orsay IN2P3 IJCLab laboratory
that absorbed LAL). This technology allows programs
to run natively on most modern interactive devices. It
can run with the same core technology in most web
browsers using the WebAssembly and WebGL toolk-
its [234]. Current versions (3.x) can visualise simulated
data for the near water Cherenkov detector, named in
the event display “neard”, the far Water Cherenkov
(“fard”) and the SFGD (“fgd”).
EsbRootView is probably the first event display in

high-energy physics written in C++ capable of natively
exploiting most of the modern devices: including desk-
tops, laptops, smartphones, and tablets. Its flexible
architecture also permits the use of a web version on
the same C++ core as with other platforms. It permits
to have animations, which can strengthen the intuition
about what is occurring in the detectors. Its script-
ing mechanism inspired by the Bourne shell makes
in-depth customisation possible, with a short learning
curve.
EsbRootView is fully written in C++ (98 flavour)

with a large part of the code being pure header. The
capability of running on most interactive devices is
made possible by the fact that C++98 and GL-ES
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Fig. 191 Distribution of reconstructed momentum as a function of true momentum for different flavours of charged leptons.
These plots were produced using the charged lepton production

Fig. 192 Momentum reconstruction performance for a pure charged lepton flux. 1 σ absolute resolution of reconstructed
produced lepton momentum as a function of true lepton momentum is shown in Fig. 192a. 1 σ relative resolution of
reconstructed produced lepton momentum as a function of true lepton momentum is shown in Fig. 192b
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Fig. 193 Distribution of reconstructed cos θ as a function of true cos θ for different flavours of charged leptons. These plots
were produced using the charged lepton production

Fig. 194 1 σ absolute resolution of reconstructed cos θ as
a function of true cos θ for a pure lepton flux

(OpenGL for Embedded Systems, a graphics ren-
dering standard) are available for all of them. A key
point is that a light, portable code is available at Orsay
(inlib/rroot classes) to read ROOT [235] files, which
allows to read the files describing the detectors and the
events issued from the ESSνSB detector simulations on

Fig. 195 Efficiency for correct identification of charged
lepton flavour by applying the neutrino flavour selection
algorithm (electrons and positrons that pass νe selection,
muons, and antimuons that pass νμ selection) as a function
of true momentum. The horizontal dashed red line is the
efficiency of a fiducial cut alone
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all devices. inlib is strongly inspired by the OpenIn-
ventor developed by Silicon Graphics Inc. in the 1980s
[236].

The web site for EsbRootView is at https://
gbarrand.github.io—the “softinex portalle”
[237]—under the section “EsbRootView” at left.
The source code of stable releases is on github at
https://github.com/gbarrand/EsbRootView.git. The
license is a customisation of the FreeType license. For
each release, binaries are provided at least for Linux,
macOS, and Windows. A WebAssembly version is
available through the web pages.

It should be noted that inlib/exlib classes are deliv-
ered under the namespace “tools” in Geant4 [238] as a
base layer to the analysis “category”; these facilitate the
creation of histograms and ntuples, I/O at various for-
mats (ROOT, csv, HDF5), and offscreen plotting with
our scene graph logic (see [239] and [240]).

An example of the near and far detector visualisa-
tions are shown in Figs. 203 and 204.

7.5 Safety

7.5.1 Near detector site

Safety aspects of the near detector complex at ESS are
considered in Sect. 8 which is dedicated to the ESSνSB
infrastructure. These concerns are adapted to the over-
arching safety and security strategy of ESS (General
Safety Objectives for ESS ) and according to the ESS
licensing strategy.

7.5.2 Far detector site

An active mine in Zinkgruvan, Sweden has been
selected as a far detector site for the ESSνSB project.
The far detector infrastructure will be located at an
average depth of 1000m below ground level. Hence, the
safety of the infrastructure will depend primarily on the
geology and quality of the rock mass that will house the
infrastructure at such a depth. Additionally, the ground
stresses will be relatively high and will thus be critical
for the design, construction, and operation of the infras-
tructure. The rock mass and ground stresses, as well
as ground water concerns, will need to be thoroughly
investigated, before engaging in detailed design studies
of the far detector infrastructure. Furthermore, ground
reinforcement will principally depend on the rock mass
and ground stress conditions. Therefore, a proposal has
been made to perform diamond core drilling to extract
rock samples from the two proposed sites to investigate
the rock mass quality and other geological parameters.
Ground stress measurements will also be performed at
the same time to determine stress conditions at the pro-
posed sites.

Other safety aspects relate to the interaction of the
infrastructure with the operating mine. These con-
cerns are not seen as highly significant, since the mine
presently operates at depths well beyond 1000m, and
therefore, the interaction will be minimal. However,

mining-induced seismicity cannot be totally ignored,
but is considered manageable from the perspective of
the ESSνSB project.

As the ESSνSB project progresses, the mine and the
ESSνSB project team will hold continuous discussions
to understand the risks at play (both for ESSνSB and
the Zinkgruvan mine) to adapt these as part of the
design study and the development of risk-management
strategy.

7.6 Summary

The near and far detectors have been designed for opti-
mal CP violation discovery potential and precision of
δCP measurement.

The near detector suite is composed of (in the
downstream-to-upstream order) a water Cherenkov
detector, an SFGD-like scintillator cube detector, and
a water-target emulsion detector. The main purpose
of near detectors is to measure the initial neutrino
flux intensity and flavour composition, and to mea-
sure the neutrino–water interaction cross-section. The
cross-section measurement is of particular importance,
since there are currently very little data on it in
the ESSνSB neutrino energy region (approximately
150MeV to 450MeV). The water Cherenkov detector
will record the bulk of the neutrino interactions at the
ND site due to its large 0.75 kt fiducial mass. It will
use the same technology and target material as the far
detector, which will help reduce the systematic errors
of the experiment. The scintillator detector will have a
smaller target mass of 1 t, but will feature better track-
ing and event reconstruction capability. Since it will be
magnetised, this detector will have the ability to deter-
mine particle charge and perform momentum spec-
troscopy. Charged particles originating in this detec-
tor and passing downstream into the water Cherenkov
detector will provide an opportunity for additional cal-
ibration of the two detectors. The emulsion detector
will have a target mass of 1 t, and will feature the best
tracking and event-reconstruction performance at the
expense of limited timing information. It will be used
to study the detailed topology of neutrino interaction
events and measure various double differential cross-
sections.

The far detector site of the ESSνSB experiment will
house two large water Cherenkov tanks, each contain-
ing a 269 kt fiducial mass, for a total 538 kt neutrino
target mass. The decision to use two tanks instead of
a single larger one is driven by the extreme technical
difficulties in excavating a single cavern large enough
to hold the desired volume of water. The far detector
will be placed in the active Zinkgruvan mine in Swe-
den at a distance of 360 km from the ESS site. The
detectors will be placed about 1000m underground. At
the 360 km distance, a significant number of neutrino
interactions are expected from both the first and sec-
ond oscillation maxima. The signal detection efficiency
of the far detectors is expected to be greater than 90%
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Table 45 Signal and
major background events
for the appearance channel
corresponding to positive
(negative) polarity per year

for δ = 0◦

Channel L = 540 km L = 360 km

Signal νμ → νe (ν̄μ → ν̄e) 272.22 (63.75) 578.62 (101.18)

νμ → νμ (ν̄μ → ν̄μ) 31.01 (3.73) 67.23 (11.51)

Background νe → νe (ν̄e → ν̄e) 67.49 (7.31) 151.12 (16.66)

νμ NC (ν̄μ NC) 18.57 (2.10) 41.78 (4.73)

ν̄μ → ν̄e (νμ → νe) 1.08 (3.08) 1.94 (6.47)

Table 46 The best-fit
values and 1σ allowed
regions of the oscillation
parameters used in the
calculation as given in Ref.
[250]

Parameter Best-fit value ±1σ range

sin2 θ12 0.304 ± 0.012

sin2 θ13 0.02246 ± 0.00062

sin2 2θ23 0.9898 ± 0.0077

Δm2
21 (7.42 ± 0.21) × 10−5 eV2

Δm2
31 (2.510 ± 0.027) × 10−3 eV2

at neutrino energies corresponding to the second oscil-
lation maximum, and the relative neutrino energy reso-
lution is expected to be less than 20% (30%) for electron
(muon) neutrinos.

The total cost of all detectors and associated facilities
is estimated to be 953me, the bulk of which will be the
price of excavating and instrumenting the caverns for
the large far detectors.

8 Infrastructure

8.1 Infrastructure and conventional facilities

With the proposed upgrade of ESS to accommodate
ESSνSB, the facility in Lund, Sweden will have to host
the users of both a world-class neutron spallation source
and the driver for the world’s brightest neutrino beam.
The working environment and atmosphere should be
inviting, communication should be uninhibited, and
obstacles should be minimised where possible—whether
among personnel and guests or between buildings and
facilities.

The upgrade would require several new buildings
and auxiliary structures to be integrated into the
ESS site. These new facilities should maintain an aes-
thetic balance with the architectural design of the ESS,
respect the underlying safety needs (whether conven-
tional, cryogenic, radiological, or other), and comply
with Swedish regulations on environmental stewardship
and sustainability at all times. The experience from ESS
and other similar facilities indicates that the cost of
the technical infrastructure, site facilities upgrades, and
late-stage additions can reach the order of 30% of the
total cost of the project. The impact of a new machine

design, site layout upgrade, and new conventional facili-
ties being delivered on-schedule will clearly be substan-
tial. How the design and management of the machine,
civil, site, and infrastructure works influence the safety
of the staff and the general public gives paramount
importance to the tasks defined within this sub-project.

8.1.1 Buildings and general safety

The ESSνSB project relies on the existing high-power
linac of ESS, upgrading it to deliver a 5 MW beam of
H− ions to an accumulator ring, while continuing to
provide the 5 MW beam of protons for the nominal
neutron-spallation program. The structural modifica-
tions to the linac tunnel are expected to be relatively
minimal, with the primary task of creating access in the
south tunnel wall to allow for extraction of the proton
beam roughly downstream of the high-energy end. This
modification will allow for the connection to a curved
transfer line which leads to the accumulator ring.

For radiological purposes, the target building will be
underground, with the axis of the target modules at
approximately −20 m with respect to the ESS land-
scape. A geological study, together with licensing for
excavation, must be performed before a formal design
and site landscaping plan can be produced. The build-
ing design, construction, and shielding shall follow ESS
safety rules, which in general terms tend to be more
demanding and restrictive than the underlying national
regulations [241]. Definition and shielding-specification
documents for ESSνSB must be derived from the ESS
rules supervised and controlled radiation areas [242]
and the ESS radiation protection strategy for employ-
ees [243] frameworks that are currently valid for the
existing ESS facility.
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Fig. 196 Distribution of reconstructed momentum as a function of true momentum for different flavours of charged leptons
in the final state of neutrino interactions. The left column shows plots using an MC subset composed only of QES events,
while the right column shows plots using full event sample
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Fig. 197 Distribution of reconstructed cos θ as a function of true momentum for different flavours of final-state charged
leptons. The left column shows plots using QES event sample; the right column shows plots using full event sample
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Fig. 198 Resolution plots for charged leptons in the final state of neutrino interactions. Plots on the left are produced
by selecting only QES events, while those on the right are produced using full event samples. Absolute 1 σ resolutions
of reconstructed charged lepton momentum as a function of true lepton momentum are shown in a and b. Relative 1 σ
resolutions of reconstructed lepton momentum as a function of true lepton momentum are shown in c and d, respectively.
Absolute 1 σ resolutions of reconstructed cos θ as a function of true cos θ are shown in e and f ; in the QES sample, the
resolution for back-scattered antimuons reaches the maximum of 0.75 in cos θ, in the full event sample, it reaches 0.81 for
muons and 0.79 for antimuons—these two plots are cropped at resolution of 0.2 for clarity
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Fig. 199 Distribution of reconstructed energy as a function of true energy (MM) for different flavours of charged leptons.
The left column shows plots with only QES events, while the right column shows plots with full event sample. These plots
were produced using the neutrino interaction production
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Fig. 200 Neutrino energy reconstruction resolutions. Figures on the left are produced using only QES events; figures on
the right are produced using the full event sample. Absolute 1 σ resolutions of reconstructed neutrino energy as a function
of true energy are shown in a, b for the QES and full sample, respectively. Relative 1 σ resolutions of reconstructed neutrino
energy as a function of true energy are shown in c, d for QES and full sample, respectively

Several of the ESS buildings may also serve the needs
of ESSνSB in terms of campus, lab space, radiologi-
cal waste handling, logistics, utilities, fire-safety sprin-
kler systems, and, of course, the klystron gallery. How-
ever, practically, all of these buildings have been sized
according to the needs of ESS, and their feasibility
under the expanded scope must be evaluated and mod-
ified accordingly. Beyond these, a utility building (or a
pair of buildings) similar to the klystron gallery will be
needed to serve the accumulator. Moreover, the transfer
lines’ power and control systems need hosting as well
as heat exchangers.

The target facility in itself must be designed to
include several auxiliary buildings, for power, cooling,
waste management, hot cells, the target cavern, and the
decay tunnel at the downstream from the target. The
target building will house a complex of systems for the
hadronic target array, dedicated for ESSνSB, and there-
fore the studies and engineering design shall be based
on new ESSνSB requirements, rather than benchmark-
ing against existing target designs.

8.1.2 Far detector site assessment

The Garpenberg and Zinkgruvan mines, located 360 km
and 540 km, respectively, from ESS in Lund, have been
assessed for potentially hosting the far detector (see
Fig. 205). The Zinkgruvan mine appears to be the more
ideal choice, and will be subject to further investiga-
tion in the next phase of study. This mine has all the
appropriate access infrastructure and available baseline
data for a detailed site-feasibility study. The far detec-
tor infrastructure with unprecedented cavern dimen-
sions (78 m by 78 m cylinders) will be located at an
average depth of 1000 m below ground level. There-
fore, the safety of the installation will primarily depend
on the geological capabilities to host the infrastructure
. Moreover, at this depth, the ground stresses will be
relatively high and thus raise significant stability con-
cerns.

A detailed site investigation is required to confirm
its general feasibility for hosting the infrastructure as
well as to provide assurance on its fitness in terms of
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Fig. 201 Bias of the reconstructed neutrino energy with 1 σ uncertainty interval for the full MC event sample for the four
relevant neutrino species

Fig. 202 Efficiency of the selection algorithm. a Shows the diagonal selection—the neutrinos that were selected correctly.
b Shows off-diagonal efficiency—the neutrinos that were selected incorrectly. The red dashed line represents the fiducial
volume cut. Off-diagonal efficiency is shown only for the most important cases; the physics reach determination is made
using all possible selected/true combinations
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Fig. 203 Visualisation of a
neutrino interaction in the
near WC detector. Red dots
depict positions where
Cherenkov photons reach
the surface of the detector

Fig. 204 Visualisation of a
neutrino interaction in the
far water Cherenkov
detector. Green points
depict positions where
Cherenkov photons reach
the surface of the detector

safety. The site investigation is to include the follow-
ing: (i) diamond drilling to investigate engineering rock
properties and assessment of rock quality, (ii) ground
stress measurements, (iii) ground water assessment, (iv)
laboratory testing of rock specimens for rock strength
parameters, and (v) extensive numerical simulations of
the conceptual infrastructure located at the 1000 m

depth. The inputs for the simulations will be those
derived from tasks (i) to (iv). The design and layout of
the infrastructure will follow as a separate work pack-
age after the site’s capabilities have been established.
The design studies will include methodology for rock
re-enforcement, excavation procedures and associated
rock excavation technology, and continuous monitoring
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Fig. 205 The location and
distance from ESS of the
two mines investigated for
hosting the far detector

Fig. 206 Current ESS
facilities layout

and ground management planning. These studies are
anticipated to precede any actual construction.

Initial discussions have been held with Zinkgruvan
mine personnel, at the executive and operational levels,
who have shown keen interest and support. However,
the mine presently has a new management team. It is
therefore essential to re-affirm commitment from the
new team: without their support, progress on ESSνSB
could be in jeopardy. Specifically, the ESSνSB project
will require extensive use of the mine’s access infras-
tructure to reach the far detector site located at the
back of the mine. Additionally, the interactions between

the mining activities and the far-detector infrastructure
must be as minimal as possible, which means appropri-
ate distancing of the far detector infrastructure from
active mining areas. There are also legal issues which
must be investigated, particularly that the ESSνSB
experiment is not a mining activity and may not be
governed by mining legislation.
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Fig. 207 Largest existing
ESS overhead crane
currently in operation in
the D02 Target building

Fig. 208 Overview of ESSνSB baseline layout (units in mm)
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Fig. 209 Oscillation probabilities for the Zinkgruvan (red curves) and Garpenberg (purple curves) baselines as a function of
the energy for neutrinos (left panel) and antineutrinos (right panel). The solid/dashed/dotted lines are for δ = −90◦/0◦/90◦.
The grey dotted lines show the convolution of the signal component of the neutrino flux with the detection cross section.
Thus, these serve as a guide of what energies of the oscillation probability would be well sampled by the ESSνSB setup

Fig. 210 Event rates for
the different signal and
background components of
the e-like sample with
positive (left panels) and
negative focusing (right
panels) and for the
Zinkgruvan 360 km (upper
panels) and Garpenberg
540 km (lower panels)
baselines after one year of
data taking in each
neutrino and antineutrino
mode. These events are
calculated for δ = 0◦
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Fig. 211 CP discovery potential of the ESSνSB facility. Left (right) panels for the Zinkgruvan 360 km (Garpenberg
540 km) baseline. The upper panels show the impact of an overall normalisation uncertainty with curves ranging from
1 to 25% uncertainties uncorrelated between the different signal and background samples for each channel. The middle
panels show the impact of an energy-calibration uncertainty, again ranging from 1% to 25%. The normalisation uncertainty
has been fixed to 5% to allow for the interplay between these two sources of systematics. The bottom panels show the
impact of a more generic uncertainty, capable of affecting both the shape and normalisation parameterised as bin-to-bin
uncorrelated nuisance parameters for all signal and background components. The lines again range from 1% to 25%; and a
5% normalisation uncertainty has also been included
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Fig. 212 Right panel: fraction of values of δ for which CP violation could be discovered at more than 5σ as a function
of experimental run-time, assuming equal time in neutrino and antineutrino modes. Left panel: significance with which
CPV violation could be established by ESSνSB as a function of the fraction of values of δ for which it would be possible.
The horizontal black line corresponds to 5 σ. The blue (red) curves in both panels correspond to Garpenberg (Zinkgruvan)
baseline. These plots represent a normalisation systematic uncertainty of 5%

8.1.3 Machine 3D model design

The machine design imposes several constraints on
the ESS site layout, building design, and infrastruc-
ture needed for upgrading the facility to accommodate
ESSνSB. The entire landscape of the ESS site, and the
dedicated layout as it is presented in Fig. 206, needs
to be thoroughly revised to accommodate for the new
ESSνSB design for a new additional accelerator, second
target building, near detector, and the associated build-
ings. The relevant draft layout is presented in Fig. 1.

The machine design of ESSνSB will follow the
ESS procedure for mechanical engineering design
[244]. Using CAD modeling, the conceptual design of
machines and buildings will be integrated in the ESS
master model in CATIA V6. The detailed design of
magnets, accelerating structures, cryomodules, target,
detectors, and other components will be used as basis
for operations licensing; therefore, it is mandatory to
follow the established ESS process for design under revi-
sion control and releases [244]. The detailed drawings
issued for installation will follow the ISO GPS norms
that are used and implemented by the ESS Mechanical
Engineering and Technology (MET) Section.

8.1.4 Cooling and HVAC

The baseline design for ESSνSB requires installation
of new cooling systems, which rely mainly on three
coolants: air, water, and helium-saturated gas. The scal-
ing and design of these systems will be derived from the
needs of ESSνSB when consolidated into overall func-
tional requirements. A heating, ventilation, and air con-
ditioning (HVAC) system—operating independently of
the HVAC system of ESS—is required for ventilating
the transfer lines, the ring, and the target, as well as
ancillary buildings. The exhaust air and gas must pass
through nuclear-grade filtering to avoid releasing any

activated airborne aerosol or particulates to the atmo-
sphere.

8.1.5 Electricity

Delivering twice the power from the linac may require
substantial increase of the nominal ESS input power,
with some additional contingency factor also necessary
(the efficiency of the two beams will not be the same due
to heavy chopping of the H− beam). This calls for an
upgrade of the entire electrical network (and ground-
ing network) from the main high-voltage (HV) power
station at the interface between ESS and the munic-
ipal grid; and the internal HV network from the HV
station to the distribution sub-stations at the klystron
gallery, the ancillary buildings of the ring, and those of
the target. These electrical studies and design to be per-
formed are an essential part of the licensing application
required for constructing ESSνSB.

8.1.6 Network

A dedicated network for the ESSνSB control and inter-
locks of its systems will need to follow the pre-existing
technical network of the ESS and designed to be fully
integrated to it. It is anticipated that the number of
control signals and complexity of ESSνSB control sys-
tem might be analogous to those of the current ESS
control system. A detailed study will need to be con-
ducted in the next phase of the project to quantify the
scale of the required update.

8.1.7 Transportation and handling

The transportation and handling of magnets and equip-
ment to be installed at the new tunnels and accumula-
tor ring is planned to be expedited via overhead cranes
and wheeled crane bridges. An investigation is on-going
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Fig. 213 Precision on the ESSνSB measurement of δ. Left (right) panels for the Zinkgruvan 360 km (Garpenberg 540 km)
baseline. The upper panels show the impact of an overall normalisation uncertainty with lines ranging from 1% to 25%
uncertainties uncorrelated between the different signal and background samples for each channel. The middle panels show
the impact of an energy calibration uncertainty again ranging from 1% to 25%. The normalisation uncertainty has been fixed
to 5% to allow for the interplay between these two sources of systematics. The bottom panels show the impact of a more
generic uncertainty capable of affecting both the shape and normalisation parameterised as bin-to-bin uncorrelated nuisance
parameters for all signal and background components. The lines again range from 1% to 25%; and a 5% normalisation
uncertainty has also been included
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Fig. 214 Left panel, precision on the ESSνSB measurement of δ for different splittings of the running time between neutrino
and antineutrino modes at the Zinkgruvan baseline. The lines span from 9 (1) years to 1 (9) for neutrinos (antineutrinos);
the total running time is always 10 years. Right panel, the precision on the measurement of δ when the running time is
optimised as in the left panel, here comparing the Zinkgruvan and Garpenberg options

related to the lifting capacity and needs for the ESSνSB
target station. The ESS rigging team, licensed to handle
heavy loads, heavy lifts, and transportation of sensitive
equipment on ESS site, is expected to handle all related
cases as instructed by the ESSνSN infrastructure team.
One of the typical large ESS overhead cranes is illus-
trated in Fig. 207.

8.2 3D model design

8.2.1 Facility layout 3D model design

Structural requirements will need to be considered
when sizing the cross-section of the new tunnels for
ESSνSB. In Fig. 208, the new ESSνSB buildings are
highlighted in color. Their dimensions follow a rough
estimation and need to be further developed to match
the ESSνSB machine design.

8.2.2 Machine 3D model design

The ESSνSB machine design includes the phases of
3D modelling, machine integration, conceptual design,
detailed design, issuing of 2D drawings; and from that
point, depending on the status of the components,
the manufacturing cycle and installation. The ESSνSB
buildings will be sized according to the machines’
requirements and dimensions, once these are studied
and baselined.

It is worth mentioning that, for the time being, start
of the ESSνSB accelerator, the second ion source, will
be housed in the existing ESS Front-End building, most
likely without any modification of the civil infrastruc-
ture. Further studies are planned to confirm this design.

8.3 Summary

In conclusion, the preceding sections delineate the crit-
ical and detailed work which must take place in terms
of infrastructure, engineering design, and landscaping
in order to study and develop ESSνSB. As discussed,
ESSνSB is a feasible project that can be constructed,
licensed, hosted, and operated on the ESS premises.

9 Physics performance

9.1 Introduction

The overwhelming evidence for neutrino flavour change
from the observation of the neutrino oscillation phe-
nomenon is one of the few precious pieces of evidence for
physics beyond the Standard Model of particle physics,
and therefore an excellent window to the underly-
ing new physics to be discovered. The explanation of
the neutrino flavour change observed in solar, atmo-
spheric, reactor, and accelerator neutrinos requires, at
least, three non-degenerate neutrino mass eigenstates
νi as well as a unitary 3 × 3 mixing matrix U , the
PMNS [245–249], relating them to the flavour eigen-
states να = Uαiνi, with α = e, μ, τ . This lepton mixing
matrix can be parameterised by 3 mixing angles θ12,
θ23 and θ13 as well as one CP violating phase δ

U =

⎛

⎝
1 0 0
0 c23 s23
0 − s23 c23

⎞

⎠

⎛

⎝
c13 0 s13e

−iδ

0 1 0
−s13e

iδ 0 c13

⎞

⎠

⎛

⎝
c12 s12 0

−s12 c12 0
0 0 1

⎞

⎠, (9.1)

where cij ≡ cos θij and sij ≡ sin θij .
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The emerging picture from the last decades of neu-
trino oscillation measurements [250, 251] is that of
two distinct mass splittings, the “solar” mass splitting
Δm2

21 = 7.4 × 10−5 eV2 and the larger “atmospheric”
one, |Δm2

31|= 2.5 × 10−3 eV2, with Δm2
ij = m2

j − m2
i .

On the other hand, after the discovery of a non-zero θ13
[252–255], the structure of the PMNS matrix describing
lepton flavour mixing is surprisingly different from its
CKM counterpart in the quark sector, making the Stan-
dard Model flavour puzzle even more intriguing. Instead
of the hierarchical structure characterised by very small
mixing angles of the CKM, large mixing angles describe
the PMNS. Indeed, the “atmospheric” mixing angle θ23
is large, with present data favouring a value near the
maximal, in either the first or the second octant. Simi-
larly, θ12, the “solar” mixing angle, is roughly 33◦ and
only θ13 ∼ 8.5◦ is relatively small; although still simi-
lar to the Cabibbo angle, the largest in the CKM. This
large mixing allows the present and next generation of
neutrino oscillation experiments to explore new ques-
tions that may help to answer open problems in funda-
mental physics.

Present experiments such as T2K [256, 257] and
NOνA [258] have begun to provide the first hints on
the phase δ, whose value could imply the violation of
the particle–antiparticle symmetry in the lepton sec-
tor if sin δ �= 0, π. Given that CP violation is a nec-
essary ingredient to explain the excess of matter over
antimatter to which we owe our existence, and that
the CKM contribution is insufficient [259, 260], such a
discovery would be extremely suggestive. Furthermore,
present data favour normal ordering (positive Δm2

31)
with respect to inverted ordering. This parameter, com-
bined with the searches for the neutrinoless double beta
decay, is necessary to probe the Majorana nature of
neutrinos, which again could help to understand the
origin of matter in the Universe. Despite these present
hints for δ and the mass ordering, a new generation of
experiments will be required to establish their discovery
to a high degree of significance and precisely determine
their values.

The “golden” measurement sensitive to all the
remaining unknown parameters is the νe appearance
oscillation probability from a νμ beam. In matter,
it is given by the following expression [261] (see
also [262–264]) expanded up to second order in the two
small parameters sin 2θ13 and Δ12L/2:

P (
(−)
ν μ → (−)

ν e) = s223 sin2 2θ13

(
Δ31

B̃∓

)2

sin2

(
B̃∓L

2

)

+ c223 sin2 2θ12

(
Δ21

A

)2

sin2

(
AL

2

)

+ J̃
Δ21

A

Δ31

B̃∓
sin

(
AL

2

)
sin

(
B̃∓L

2

)
cos

(
Δ31L

2
± δ

)
,

(9.2)

where Δij ≡ Δm2
ij/2E; A =

√
2GF ne is the mat-

ter potential [265] with electron density ne and the

Fermi constant GF ; and B̃∓ ≡ |A ∓ Δ13|. The upper
(lower) signs correspond to the (anti)neutrino oscilla-
tion probability. The first “atmospheric” term oscillates
fast with a high frequency characterised by Δm2

31, but
with a small amplitude corresponding to sin2 2θ13. Con-
versely, the second “solar” term has a slower frequency
driven by Δm2

21 but dominates once it develops, given
its larger sin2 2θ12 amplitude. The only dependence in
the CP violating phase δ appears in the last term,
which is the interference between the other two. Since
sin 2θ13 ∼ 0.3, while Δ12L/2∼ 0.05 at the first oscilla-
tion peak, the “atmospheric” term tends to dominate
the oscillation probability and the interesting CP inter-
ference is only subleading—easily hidden behind any
systematic uncertainty affecting the signal. Conversely,
at the second oscillation maximum Δ12L∼ 0.14, such
that the dependence on δ of the oscillation probability
is much more important and can allow for improvement
on the sensitivity to this parameter [266]. This can be
seen in Fig. 209 where the change in the probability
upon varying the values of δ is much more significant
at the second peak compared to the first.

In [131], a greenfield study optimising the physics
reach to leptonic CP-violation at the ESSνSB facility
was performed. Interestingly, the outcome of this opti-
misation, as well as follow-up studies [267–272], was
that the best baseline at which to study the neutrino
beam would be between 300 and 600 km. Two can-
didate mines that could host the detector were thus
identified: Garpenberg, at 540 km, and Zinkgruvan,
at 360 km from the ESS site. This choice makes the
ESSνSB design unique, as the neutrino flux observed
by the detector mainly corresponds to the second maxi-
mum of the νμ → νe oscillation probability, with a more
marginal contribution of events at the first oscillation
peak. Conversely, other present and next-generation
oscillation experiments focus instead on the first maxi-
mum of the neutrino oscillation probability.

There is a notable cost required to observe the oscil-
lation probability at its second maximum. Although it
is the optimal choice for maximising the dependence of
the oscillation probability on δ, the ratio of the oscilla-
tion baseline to the neutrino energy (L/E ) must to be a
factor of three greater when compared to the first max-
imum. This means that statistics will be about an order
of magnitude smaller than if the detector were located
at the first peak. Indeed, the neutrino flux decreases
with L−2 and the neutrino cross section and beam col-
limation decrease for smaller neutrino energies. The
360 km Zinkgruvan baseline, corresponding to a point
between the first and second oscillation maxima as seen
in Fig. 209, represents a compromise between the two
choices. The neutrino flux would be 2.25 times larger
than for the 540 km of Garpenberg, and roughly the
same number of events belonging to the second oscil-
lation peak would be observed at either site. At the
higher energy end of the spectrum, events from the
first oscillation maximum would also be observed for
the shorter Zinkgruvan baseline. This can be seen in
the event rates expected at each detector and depicted
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in Fig. 210. The corresponding total number of events
are shown in Table 45.

In any case, choosing for ESSνSB to have its detec-
tor operate near the second oscillation maximum was
shown to be optimal for its increased dependence on
δ and despite the reduced event rate. In fact, as
will be shown in the following sections, it could pro-
vide unprecedented discovery potential to leptonic CP-
violation and the most precise measurement of δ, which
could prove an instrumental piece in understanding
the flavour puzzle. Furthermore, the study also demon-
strates that this design makes the physics performance
extremely resilient against unexpected sources of sys-
tematic uncertainties [266]. However, statistics may
become the bottleneck of the ESSνSB physics reach and
therefore longer periods of data taking may be needed
to significantly improve its capabilities.

Conversely, for measurements other than the CP vio-
lation search, the choice of the second oscillation max-
imum baseline may not be optimal. For instance, the
sensitivity to the octant of θ23 mainly relies on the
“atmospheric” term of the oscillation probability, which
is leading at the first maximum. It also requires Δm2

31

and sin2 2θ23 from νμ disappearance, which is also more
suitable at the first oscillation peak.

Similarly, in Eq. (9.2), the “atmospheric” term
already depends on the mass ordering, as it is
inversely proportional to the square of B̃∓. For E ∼
|Δm2

31|/(2A), the MSW resonance [265, 273, 274] will
enhance the neutrino oscillation probability compared
to the antineutrino one or vice versa, depending on
the mass ordering. For an average matter density of
3.0 g/cm3, the energy for this resonance to occur is
approximately E ∼ O(GeV). Since the peak of the
flux for ESSνSB is at E ∼ O(100)MeV (see Fig. 209),
matter effects, and hence the sensitivity to the mass
ordering for this facility, are not very significant. Con-
versely, since these matter effects are small, the con-
fusion between genuine CP violation and the matter
potential [275] is largely avoided and does not compro-
mise the facility’s sensitivity to CP violation [131, 270,
276].

A pragmatic and very effective way of increasing
both the octant and mass ordering sensitivity of a neu-
trino oscillation experiment is to combine the signal
from the neutrino beam with the substantial atmo-
spheric neutrino sample that will also be seen at the far
detector [277, 278]. For ESSνSB, this combination was
explored in [271], where it was found that the combi-
nation of the ESSνSB beam data with the atmospheric
neutrino sample could significantly improve the overall
physics reach to the CP violating phase δ by solving
intrinsic parametric degeneracies, and also providing a
determination of the mass ordering and good sensitivity
to the octant of θ23. After this analysis was performed,
new developments have also come about, which increase
the expected statistics from the optimised beam and
detector simulations discussed in the previous sections.
When these new results are considered, the studies show
that the impact of the atmospheric neutrino sample on

the CP violation searches is more marginal, although it
is still very useful to determine the mass hierarchy and
provide significant sensitivity to the octant. For this
reason, and to facilitate the comparison with other pro-
posals, this study will concentrate only on the physics
reach of the beam data and focus on the CP-violation
sensitivity. For the sensitivity of the combined beam
and atmospheric samples to the mass hierarchy and the
octant of θ23, see [271].

The updated estimates of the ESSνSB neutrino flux
and detector response, detailed in the previous sections,
imply an important increase in statistics and, therefore,
a significant improvement in the beam physics perfor-
mance. Preliminary results in this vein were reported
in [279]. In the following sections, that analysis will be
updated and complemented with a dedicated discussion
of the impact of the possible systematic uncertainties
which may affect the far-detector event rates.

9.2 Simulation details

The estimation of the physics sensitivity arising from
beam events makes use of the GLoBES software [280,
281]. A water Cherenkov detector of fiducial volume
538 kt located either at a distance of 540 km or 360 km
from the neutrino source, as discussed in Sect. 7, has
been considered. A value of 2.7 × 1023 protons on tar-
get per year with a beam power of 5 MW, and pro-
ton kinetic energy of 2.5 GeV as discussed in Sect. 4
has been assumed for the neutrino beam. The opti-
mised fluxes from the genetic algorithm, as discussed
in Sect. 6, have been implemented, together with the
event selection obtained from the full Monte Carlo sim-
ulations presented in Sect. 7 in the form of migration
matrices. The events are distributed in 50 bins between
0 and 2.5 GeV of the reconstructed energy. Both the
appearance channels (νμ → νe) and disappearance
channels (νμ → νμ) for signal events have been anal-
ysed. The relevant background channels as discussed in
Sect. 7 have also been implemented. Finally, a total run-
time of 10 years (divided into 5 years of neutrino beam
and 5 years of antineutrino beam) has been assumed,
unless otherwise specified.

A detailed and exhaustive list of all the parameters
encoding relevant systematic uncertainties that might
impact the physics reach of the facility, together with an
accurate estimation of their magnitude, energy depen-
dence, and level of correlation propagated from the near
detector measurements to those of the far detector is
challenging and beyond the scope of this work. It is,
however, the subject of dedicated ongoing studies and
will be pursued and presented in future works.

Here, the focus will instead be on demonstrating how
the ESSνSB setup, mainly exploiting the information
from events at the second oscillation maximum, is rel-
atively resilient against the effect of systematic uncer-
tainties. To this end, all results will be presented, explic-
itly showing their dependence on the size of the system-
atic errors assumed. Furthermore, three different types
of uncertainties will be taken into account. The effect
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of systematic uncertainties is incorporated by the pull
method [282, 283].

First, the impact on the physics reach of overall
normalisation uncertainties will be studied, allowing
them to be different between the different channels
and signal and background components. Second, the
impact of energy calibration systematics will be anal-
ysed, again allowing for a different effect in different
channels and between signal and background. Finally,
more general bin-to-bin uncorrelated uncertainties will
be implemented (one independent nuisance parameter
per bin) which may encode more complex situations
such as the unknown shape of the neutrino cross sec-
tions at the energies of interest. These sets of nui-
sance parameters are meant to capture all sources of
uncorrelated uncertainties affecting the far detector
expectation after the measurements at the near detec-
tor and beam-monitoring information have been taken
into account. Thus, the near-detector events are not
simulated explicitly, unlike some previous works such
as [271], to avoid double counting its impact.

For the estimation of the sensitivity, the Poisson log-
likelihood will be used

χ2
stat = 2

n∑

i=1

[
N test

i − N true
i − N true

i log
(

N test
i

N true
i

)]
,

(9.3)

where N test is the number of events expected for the
values of the oscillation parameters tested for, N true is
the number of events expected for the parameter val-
ues assumed to be realised in nature (Asimov dataset)
and i is the number of energy bins. Unless otherwise
specified, the best-fit values of the oscillation param-
eters are adopted from NuFIT [250] and summarised
in Table 46. These results are updated with the lat-
est parameters and are in good agreement with other
global fits from other groups, see [251, 284]. All results
are shown for the normal ordering of neutrino masses,
but similar results are obtained when an inverted hier-
archy is instead assumed.

9.3 Physics reach

This study of the physics reach of the ESSνSB concen-
trates on its capability to probe for CP violation and
perform a precision measurement of the CP-violating
phase δ. First, the CP discovery potential of ESSνSB
is estimated. To that end, the significance with which
ESSνSB would be able to disfavour CP-conservation,
that is δ = 0 or δ = π, is computed for all possible
“true” values of δ for the Asimov data. This is esti-
mated through the Δχ2 as defined in Eq. (9.3) with
N true, the expected number of events for the chosen
value of δ and N test the expected number of events that
minimises χ2 when fixing δ = 0 or δ = π while letting
the rest of the oscillation parameters in Table 46 vary
freely with their corresponding Gaussian priors added
to χ2

stat. Under the assumption that this Δχ2 is indeed

χ2-distributed5, the square root of Δχ2 provides the
significance with which ESSνSB would be able to dis-
favor CP conservation if that value of δ is realised in
nature.

Figure 211 shows the CP discovery potential obtained
for the Zinkgruvan and Garpenberg baselines and
reports its dependence with the systematic uncertain-
ties introduced as nuisance parameters. Generally, the
performance of both baselines is very similar, with only
slightly different areas covered beyond the 5σ mark,
depending on the systematic uncertainties under con-
sideration. In the upper panels, the impact of an overall
normalisation uncertainty, uncorrelated among the dif-
ferent signal and background samples, is analysed. This
nuisance parameter has been sampled for 1%, 5%, 10%
and 25% uncertainties. It is notable that, even for a
highly conservative 25% uncertainty, a significant por-
tion of the values of δ would still allow a discovery of CP
violation above the 5σ level. Note that this uncertainty
is uncorrelated between the neutrino and antineutrino
samples, and therefore capable of mimicking the effect
of CP violation. Nevertheless, a discovery would be pos-
sible even in this scenario. This can be understood from
Fig. 209 where, close to the second oscillation peak,
changes in δ can lead to very sizeable changes in the
probability.

The dependence of the shape of the oscillation prob-
ability with δ may also play a relevant role in the sen-
sitivity obtained. Thus, the middle and lower panels
of Fig. 211 also explore the robustness of the results
obtained against other systematic uncertainties which
might also affect the shape of the recovered spectrum.
In particular, in the middle panels, the impact of a 1%,
5%, 10%, and 25% uncertainty in the energy calibration
is analysed. Finally, in the lower panels, a more general
bin-to-bin uncorrelated set of nuisance parameters has
been considered with the same values, which allows for
the modelling of more complex scenarios. In both cases,
a 5% normalisation uncertainty has been added to allow
for the possible interplay between the different sets of
systematic uncertainties that may be relevant. It can be
observed that the energy calibration uncertainty has a
relatively minor impact in the CP discovery potential
for both baselines under study. Conversely, the more
general implementation of uncorrelated uncertainties in
each bin can have a more significant impact, but still
less consequential than the overall normalisation con-
sidered in the upper panels.

These results demonstrate that the ESSνSB design
has remarkable CP discovery potential, even for very
conservative assumptions on the systematic uncertain-
ties that could affect the far detector. Indeed, measure-
ments at the near detector and beam monitoring keep
these uncertainties at or below the level of a few per-
cent for the present generation of neutrino oscillation
experiments. In particular, assuming a 5% normalisa-
tion uncertainty, in line with similar facilities, CP vio-
lation could be established for 71% (73%) of the values

5See [285] for a detailed discussion on the validity of this
approximation.
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of δ for the Zinkgruvan (Garpenberg) baseline. This is
further illustrated in the left panel of Fig. 212, where
the fraction of values of δ for which a given significance
for CPV could be established for a 5% normalisation
uncertainty. The right panel of Fig. 212 shows instead
the impact of statistics on the ESSνSB performance.
The fraction of values of δ for which a 5σ discovery of
CPV violation are shown as a function of the total run-
ning time, assuming equal time spent in neutrino and
antineutrino modes. The figure confirms that indeed
the ESSνSB can significantly benefit from an extended
running time, while the effect of the systematic uncer-
tainties is less pronounced, as expected for a facility
studying the second oscillation maximum.

Figure 213 shows an estimation of the precision with
which the ESSνSB would be able to measure the CP-
violating phase δ. For each possible value of δ that
could be realised in nature, Fig. 213 shows half of
the region in δ for which Δχ2 = 1—as defined in
Eq. (9.3)—and marginalising over all nuisance as well
as oscillation parameters differing from δ within their
priors summarised in Table 46. A similar behaviour to
that of Fig. 211 is observed. In particular, the energy-
calibration uncertainty has a very minor impact, while
the two other sources of uncertainties studied have a
more important effect.

Interestingly, the uncertainty on the overall normali-
sation is most important for values of δ ∼ 0. Conversely,
the bin-to-bin uncorrelated systematics that can also
affect the shape of the recovered spectrum are more
relevant near the maximally CP violating values, that
is δ ∼ ±π/2. This varying dependence is related to
the characteristic peak structure with poorest preci-
sion near δ ∼ ±π/2, as shown in the plot. Following
a discussion in Ref. [286], this structure is a conse-
quence of the dependence of the oscillation probability
on δ shown in Eq. (9.2). At an oscillation maximum
|Δm2

31|L/(4E) = (2n − 1)π/2, and therefore, mainly
sin δ is probed. Since the derivative of sin δ vanishes at
δ = ±π/2, the precision with which δ can be determined
is poorest near these values.

To better constrain δ around δ = ±π/2, mea-
surements further from the oscillation maxima are
needed to determine cos δ. Thus, systematics affect-
ing the shape of the spectrum affect these measure-
ments and have a relevant impact around δ = ±π/2.
These off-peak measurements are also easier to per-
form at Zinkgruvan, given its higher statistics and since
events from the first peak down to the second maximum
are observed. This also explains its better performance
around δ = ±π/2 as compared to Garpenberg.

Conversely, nearer to δ ∼ 0, on-peak measurements
are optimal for providing good precision on δ, with
energy information being less relevant but having an
increased susceptibility to uncertainties on the overall
normalisation. Since the precision achieved around CP-
conserving values also controls the CP discovery poten-
tial (i.e., how small a value of δ can still allow for the
exclusion CP-conservation), it also explains why the
overall normalisation was also the most important sys-
tematic uncertainty in Fig. 211. Finally, notice that for

the largest values of the normalisation uncertainty con-
sidered (10% and 25%), a new peak develops around
δ ∼ 0.

This worsening of the precision is due to the appear-
ance of intrinsic [287] and octant [288] degeneracies.
These were found to be solved with the addition of
atmospheric neutrino data in [271]. Moreover, such
large values of the final systematic uncertainty affecting
the far detector are overly conservative, so these degen-
eracies should not hinder the final physics reach of the
facility. They are instead shown here to illustrate the
resilience of the facility against even particularly large
unexpected sources of systematic uncertainties, given
the stronger dependence on δ of the oscillation proba-
bility at the second oscillation maximum.

Finally, in the left panel of Fig. 214, the dependence
of the precision with which δ would be measured is stud-
ied as a function of the splitting of the total running
time between positive focusing (neutrino mode) and
negative focusing (antineutrino mode). As an example,
the Zinkgruvan option is shown, but the behaviour is
very similar for Garpenberg. As can be seen, the opti-
mal splitting depends in the actual value of δ.

As discussed above, for δ = ±π/2, off-peak measure-
ments are required and statistics are of critical impor-
tance. Given the larger fluxes and cross sections, it is
easier to accumulate statistics in neutrino mode, and
thus, the best precision would be obtained by devot-
ing longer periods of data-taking to positive focusing.
Conversely, around δ = 0 or π, the complementar-
ity between the neutrino and antineutrino samples is
worthwhile, with more balanced partitioning of the run-
ning time providing better sensitivity.

The measurement strategy of ESSνSB can follow a
key lesson taken from preceding oscillation experiments
and adapt the splitting between neutrino and antineu-
trino modes according to the left panel of Fig. 214,
depending on the value of δ indicated by the data. The
precision that could be obtained by following such a
strategy for each value of δ is presented in the right
panel of Fig. 214. Although the precision achievable
near CP-conserving values in the measurement of δ
is roughly 5◦ for both the Zinkgruvan and Garpen-
berg options, Zinkgruvan outperforms Garpenberg near
δ = ±π/2, with the former providing a sensitivity bet-
ter than 7◦ for any possible value of δ. The conclusion
of this study is thus that ESSνSB, with its far detector
located at 360 km in the Zinkgruvan site, can provide
unprecedented precision on the measurement of δ, rang-
ing between 5◦ and 7◦ depending on its value. The same
setup could deliver a 5σ discovery of CP violation for
71% of all possible values of δ.

123



3946 Eur. Phys. J. Spec. Top. (2022) 231:3779–3955

10 Conclusion

Great efforts are currently being made to reduce the
systematic errors in long baseline neutrino measure-
ments. These errors have shown to be notoriously diffi-
cult to reduce further, in part because of their depen-
dence on the modelling of the neutrino-nucleus inter-
actions. A consequence of the unexpectedly high mea-
sured value of θ13, published in 2012, is that the CP
signal is close to 3 times larger at the second oscillation
maximum as compared to the first maximum and that
the relative size of the systematic errors is close to 3
times smaller at the second maximum. This makes the
sensitivity for CP violation discovery and, in particular,
of the measurement of the value of CP violation phase
δCP, close to 3 times higher at the second maximum.
As the second maximum is situated further away from
the neutrino source and the neutrino beam is divergent,
measurements at the second maximum require excep-
tionally intense neutrino beams. The ESS linac with
its 5MW will be the most powerful proton linac in the
world and will make possible the generation of a neu-
trino beam intense enough to measure neutrino oscilla-
tions with the detector placed at the second oscillation
maximum.

The present Conceptual Design Report describes the
required modifications of the ESS linac to double its
pulse frequency from 14Hz to 28Hz to provide a 5MW
beam for neutron production through the spallation
process concurrently with a 5MW beam for neutrino
production from decay of the produced mesons. An
accumulation ring has been designed for the purpose of
compressing the primary 2.86ms long beam pulses to
1.2µs. This is required to reduce the neutrino cosmic
ray background in the large far detector and to avoid
excessive heating of the hadron collectors. Extensive
studies have led to a design of a target station capable of
handling the 5MW proton power and adequately focus-
ing the produced mesons as well as to a design of the
necessary radiation shielding for the target station and
the decay tunnel. A near and a far detector have been
designed, both of the water Cherenkov type. The near
detector, which shall be used to monitor the neutrino
flux as well as measure neutrino cross-sections, is com-
plemented with a scintillator cube tracker and an emul-
sion detector immersed in water. The designs and com-
puter simulations of the ESSνSB components resulting
from this work have demonstrated their technical fea-
sibility and that they satisfy the technical design spec-
ifications.

On the basis of extensive computer simulations, it
has been demonstrated that with the neutrino beam,
generated with the use of the 5MW beam from the
ESS linac, and the 538 kt fiducial-mass Cherenkov far
detector, ESSνSB will achieve, after 10 years of data
collection, 70% leptonic CP violation discovery cover-
age at 5σ significance and a measurement of the CP
violation phase δCP with an error not exceeding 8◦,
irrespectively of the value of δCP. Measurements of δCP

with such accuracy are of prime interest for the ver-
ification of theories explaining the matter–antimatter
asymmetry in the universe.

Further studies have shown that this project has
strong potential for future upgrades using the muons
produced concurrently with the neutrinos to feed a low
energy nuSTORM race-track ring and an ENUBET-
type Monitored Neutrino Beam for enhanced measure-
ments of neutrino cross-sections. The high power of the
proton beam and the pulse compression of the accumu-
lator ring could, together with further compression in a
second ring, be used for adequate tests of a high-power
target station for the Muon Collider project.

The results of this EU H2020 Design INFRADEV-
1 Design Study open the possibility to realise a facil-
ity capable of producing the most intense man-made
neutrino beam to date, with very high physics per-
formance and strong potential for other long-term
projects involving neutrinos and muons. The study
has also produced an estimate of the total cost of
the ESSνSB research facility which amounts to around
1.38Be excluding civil engineering costs at the ESS
site.
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