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Abstract: Optimal selection of samples in populations should provide the best coverage of sample
variations for the available sampling resources. In populations with known genealogical connections,
or pedigrees, this amounts to finding the set of samples with the largest sum of mutual distances in
a genealogical tree. We present an optimal, and a faster sub-optimal, method for the selection of K
samples from a population of N individuals. The optimal method works in time proportional to NK2,
and the sub-optimal in time proportional to NK, which is more practical for large populations. The
sub-optimal algorithm can process pedigrees of millions of individuals in a matter of minutes. With
the real-life pedigrees, the difference in the quality of the output of the two algorithms is negligible.
We provide the Python3 source codes for the two methods.

Keywords: genealogical tree; sampling plan; optimal population coverage; pedigree sampling;
mitochondrial DNA; Y chromosome

1. Introduction

The DNA sequencing of sample individuals is a standard method for obtaining infor-
mation about genetic variability in a population [1,2]. As a rule, the number of samples that
can be harvested is limited with the available resources, and the decision on a sampling
strategy remains an important research subject [3]. A unique aspect of the sampling prob-
lem arises when the genealogical data are available for a population, that is, the relations
between the individuals are organized in a pedigree. This is the usual case in commercial
breeding and conservation contexts.

When the sequences of interest are mitochondrial DNA or Y chromosomes, that is,
when analysing single-gender lineages, the genealogical information enables the selection
of a particular set of individuals for sampling that would lead to the largest expected
coverage of the genetic variability. Clearly, the set of individuals that is expected to cover
the largest variability is the set of mutually most distant individuals in a pedigree. The task
of selecting the optimal set of K individuals for sampling is therefore translated into an
algorithmic problem of selecting the K most distant individuals in a (pedigree) tree of size
N. This problem was addressed in Magellan software for the analysis of maternal lines in a
pedigree [4], where a transparent and user-friendly method was implemented to solve the
(quasi)optimal set selection problem on the small and medium-sized pedigrees. However,
the algorithm implemented in the Ref. [4] has a time complexity proportional to N3. As a
result, it would take hours and days to process pedigrees with the number of individuals
in the orders of magnitude of 105 and 106, respectively. Magellan software was successfully
used in population genetics analysis [5], but the sample selection is possible only on the
comparatively small pedigrees.

In the present work, we focus on improving the speed of execution in order to enable
processing of even the largest pedigrees. We provide a code for a (slightly) sub-optimal
algorithm for the selection of samples that can process millions of individuals in the matter
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of minutes. Mostly for the purposes of comparison, we also provide a code for the optimal
algorithm. The optimal algorithm is considerably slower for larger K, while on the real data,
the difference in the quality of the output between the sub-optimal and optimal algorithms
is negligible.

In the rest of the paper we describe the two algorithms, give details of software usage,
and present the results for simulated and real pedigree examples.

2. Methods
2.1. Software Availability

The Python3 source code of our software is freely available at https://github.com/
lisp-rbi/pedigree-sampling (accessed on 26 January 2022) (for the interested reader, we
have included the essential code in C++, too).

2.2. Algorithms

The input parameters for the sampling selection problem are the pedigree file and
the integer K—the intended number of individuals for the sampling (In our software, two
methods of calculation are bundled together, and as a result, the chosen method must also
be provided as the input parameter). We consider the pedigree as a forest of separate trees,
where each tree represents one single-gender lineage that propagates from one founder
dam or sire. Depending on the sizes of the distinct trees in the whole pedigree, a set of K
values for each separate tree is calculated. The K value for i-th tree is denoted with Ki. If
the size of the whole pedigree is denoted with N, then the size of the i-th tree is denoted
with Ni. In actual implementation Ni and the proportional Ki values are calculated, and
separate lineages are processed sequentially. However, for the sake of the simplicity of
the exposition, in the following we shall treat a pedigree as a single tree and use N, K
notation. Then the statement of the algorithmic problem is: In a pedigree tree of size N, find
the subset of K individuals such that no other subset of K individuals has a larger sum of mutual
pairwise distances.

We provide two algorithmic solutions, a sub-optimal greedy, and the optimal. Their
principles of operation are explained as follows.

Greedy: The greedy algorithm builds the solution subset incrementally. In the first
stage, the subset is initialized to the most distant pair of individuals. Finding the pair is a
classical problem that can be solved in time proportional to N. The second stage has K − 2
steps. In each step we find an individual not yet in the subset with the largest cumulative
distance to all the individuals in the subset. At the end of the second stage, the subset has
reached size K and we are done.

Steps of the second stage can be performed efficiently if we maintain, for each individ-
ual, the cumulative distance to all the individuals in the subset. As the number of steps is
proportional to K steps, the total time complexity of the second stage, and the algorithm, is
proportional to NK.

Optimal: The optimal algorithm expresses the total distance to be maximized as a sum
of values assigned to edges. Each edge is assigned a value corresponding to the number
of pairs of individuals from the subset such that the individuals are on different sides of
the edge. Note that the value assigned to an edge is simply the product of two numbers:
counts of individuals from the subset for each of the two subtrees that the edge connects.
The sum of those values over all the edges is equal to the total pairwise distance between
individuals in the subset.

We observe the following: if we choose an edge and decide how many individuals
from the subset will be on each side of the edge, the problem breaks into two. As the value
of the chosen edge is finalized, we can remove it and continue by finding a fixed-size subset
of individuals from each of two subtrees generated by the edge removal. The two subtree
problems can be solved independently. This is true because for an edge of a subtree it
holds that all the individuals outside the subtree are on the same side of the edge. Hence,
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to compute the contribution of a subtree, we do not need to know the exact choice of
individuals outside the subtree, but only their count.

This problem is solved using dynamic programming. A subproblem in the dynamic
programming algorithm will be a subtree and an integer k ≤ K. The answer to a subproblem
is the sum of values assigned to the edges in the subtree after optimal choice of k individuals.
It is important to note that the choice of individuals from the rest of the tree does not matter.
Only their count matters, which is equal to K − k.

By removing edges in a specific order (rooted, depth-first traversal) we can see that
the number of different subproblems is proportional to NK. Each of them can be solved in
time proportional to K as it involves removing an edge and considering all choices for the
number of individuals on each side of the removed edge. The total time complexity of the
algorithm is then proportional to NK2.

The selected subsets of individuals are associated with the score values, calculated as
the sum of all pairwise distances among the selected individuals. For the measured scores
on real and simulated pedigrees, the difference between optimal and greedy method is
observed to be very small, less than 0.01% in all cases. Incidentally, the differences are larger
on trees with long sequences of descendants with only one individual per generation—an
unlikely case in the real-life populations.

It should be noted that we use the term “optimal” in the context of the algorithmic
solution and that this does not necessarily imply that the actual set of the chosen individuals
will indeed be optimal for the largest coverage of the variability. We merely expect it to
be, since the mutual distance maximisation is the natural approach to the problem of
variability coverage.

2.3. Usage
2.3.1. Defining the Reference Population

The selection for sampling must be restricted to the accessible individuals, that is, the
alive ones, or those with the stored tissue samples. Such individuals form the reference
population, and they have to be separately annotated in a pedigree. For this purpose, we
use an additional column in the pedigree file labelled live, where a non-empty live field
indicates that the individual belongs to the reference population.

Therefore, the first step in using our software should be to define the reference popula-
tion through assignment of the live values to individuals. If the live column is not found in
the subsequent processing, the entire pedigree is treated as the reference population. The
results obtained in this way may not have biological relevance.

The simplest way to designate the reference population in a pedigree is to assign the
live status to all individuals born after a given year. We provide the script setrefpop.py that
performs this function. If the reference population is otherwise defined, the user should
employ a customized function.

Besides defining the reference population, the live attribute is used for the selection of
gender lineages, as explained below.

2.3.2. Selecting the Gender Lineage

The main motive for the construction of our software was to support the analysis
of mitochondrial DNA variability. As a result, the default usage is adjusted for the dam
lineages. However, the algorithms are the same, regardless of the gender, and our software
can be easily applied to the analysis of sire lineages and Y chromosome variability. In order
to do that two actions are required.

Firstly, the reference population must include only sires. The setrefpop.py script includes
this option and can assign live value only to male individuals, which can be combined with
the referent year setting.

Secondly, the user must set the options for the preprocessing script to include only
male individuals. The details on preprocessing are given in the following section.
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2.3.3. Preprocessing and the Main Processing

Our algorithms work with a standard edge list graph representation of a pedigree tree.
We provide the script preprocess.py that transforms the input pedigree file into the appropri-
ate input for the main processing program. Along with the list of edges, the transformed
file contains the explicit list of individuals that belong to the reference population. In order
to process the paternal lineages in a pedigree, the user must input the --parent father
option, while the --parent mother option is the default mode. This is clearly indicated in
the instructions included with the software.

The final processing is performed with main.py script that requires a preprocessed
input file, a value for K, and the choice between the greedy or optimal method.

3. Results and Discussion

In Table 1 we present the experimental results for the two simulated and one real
large pedigrees. The simulated pedigrees were produced using the program for artificial
pedigree construction that is included with our software. The parameters of pedigree
simulation include the final pedigree size and the number of founders. The real pedigree is
the large anonymized Czech Holstein cattle pedigree [6].

Table 1. Experimental results for the processed pedigrees. N denotes the size of the pedigree; NF

denotes the number of founder individuals, separately for the maternal and paternal lines; K and
K∗ denote the submitted and the actual number of selected individuals, respectively; tG, tO and
tP denote times measured for the greedy processing, optimal processing, and the preprocessing,
respectively.

N NF K K∗ tG tO tP
Dams/Sires

Si
m

ul
at

ed

1 M

50/50 103 977 18 s 150 s

8 s" 104 9978 92 s 170 min
200/200 103 884 11 s 32 s

" 104 9896 28 s 614 s

20 M

200/200 103 884 290 s 742 s

170 s" 104 9902 643 s 206 min
500/500 103 558 228 s 461 s

" 104 9749 395 s 45 min

R
ea

l

21.1 M 514,297/146,217

104 2 135 s 135 s

145 s

105 1140 135 s 138 s
2 × 105 13,150 140 s 164 s
3 × 105 43,930 143 s 183 s

106 498,570 175 s 438 s
2 × 106 1,291,050 209 s 1020 s

We measured the processing speed for the two algorithms and for different K on
3.6 GHz Xeon Gold 5122 processor, with 384 GB RAM, and Ubuntu 18 Linux OS. We recall
that the time complexity of the greedy algorithm is proportional to NK, while the time
complexity of the optimal algorithm is proportional to NK2. The difference in processing
speed between the two algorithms is therefore dependent on the size of K. The input value
K is proportionally divided according to the number and sizes of separate maternal or
paternal lines. Due to the rounding-off error the actual number of selected individuals K∗ is
usually smaller than K. This effect is more pronounced in pedigrees with large number of
lines and a greater variation in lineage lengths, as is the case with real pedigrees. However,
the processing is fast and a trial and error procedure should quickly achieve a desired K∗.
Preprocessing time depends mainly on the pedigree size, and only slightly on the number
of separate lineages.
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The large Czech Holstein pedigree that was made available to us was anonymized, as
a result we haven’t been able to define the reference population according to the year of
birth. The reference population was therefore set to be the entire pedigree. For the reasons
of consistency, in our experiments we treated all of the test pedigrees equally.

The results presented in Table 1. show that the optimal method is significantly slower
in some relevant cases. As the difference in the quality of output between two methods is
negligible, we consider the greedy method as the method of choice.

To illustrate the small difference in the output quality between the optimal and greedy
methods, in Table 2. we present scores (sums of distances between the selected individuals)
for three representative cases. We see that the difference is very small, as in all of our
experiments it was never larger than 0.01%.

Table 2. Quality scores for optimal and greedy methods, for three sample cases. The values in
parenthesis are the differences from optimal results, given in percentages. Result for the method
implemented in Magellan software is given only for the smallest sample, as that method is too slow
for the larger pedigrees.

Method/Case Simulated, n = 1 M Simulated, n = 20 M Real
50 Lineages, K = 103 500 Lineages, K = 104 K = 3 × 105

optimal 217,459 2,227,460 899,067
greedy 217,455 2,227,460 898,974

(−1.8 × 10−3%) (−8.5 × 10−4%) (−1.0 × 10−2%)
Magellan 217,448 N/A N/A

(−5.1 × 10−3%)

Incidentally, processing pedigrees with 20 million individuals in an acceptable time
was not feasible with Magellan software. In the single experiment, we stopped the program
when it did not conclude after 10 days of running. In another example, processing of a
pedigree with one million individuals required over two days. Therefore, using Magellan
software on large pedigrees is not realistic, and we have not included these results in Table 1.
Furthermore, the heuristic method used in Magellan is different from the greedy method
described in this paper and, besides being slower, it also produces a somewhat lower score.
The example of this is presented in Table 2.

4. Conclusions

We have presented the first software that can perform the selection of candidates
for sampling in real time out of medium-sized and large pedigrees, with regard to a
single-gender lineage. The previous software for this purpose [4] could not process large
pedigrees in realistic time. While very large pedigrees are rare, the main benefit of new
algorithms is much faster processing of the medium-sized pedigrees. As an illustration, on
pedigrees with sizes of approximately 105 individuals, the new algorithms are two orders
of magnitude faster.

Based on the experimental results, we conclude that, out of two presented algorithms,
the suboptimal algorithm is the best choice for practical usage. We expect this will ben-
efit researchers dealing with the mitochondrial DNA and Y chromosome variability in
a population.
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Diversity 2022, 14, 150 6 of 6

Funding: This research was funded in part by the Croatian Science Foundation grants IP-2018-01-7317
and IP-2018-01-8708, and European Regional Development Fund [KK.01.1.1.01.0009—DATACROSS].

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.
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