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Abstract

The increasing availability of large digitized fine art collections opens new research perspectives in the intersection
of artificial intelligence and art history. Motivated by the successful performance of Convolutional Neural Networks
(CNN) for a wide variety of computer vision tasks, in this paper we explore their applicability for art-related image
classification tasks. We perform extensive CNN fine-tuning experiments and consolidate in one place the results for five
different art-related classification tasks on three large fine art datasets. Along with addressing the previously explored
tasks of artist, genre, style and time period classification, we introduce a novel task of classifying artworks based on their
association with a specific national artistic context. We present state-of-the-art classification results of the addressed
tasks, signifying the impact of our method on computational analysis of art, as well as other image classification related
research areas. Furthermore, in order to question transferability of deep representations across various source and target
domains, we systematically compare the effects of domain-specific weight initialization by evaluating networks pre-trained
for different tasks, varying from object and scene recognition to sentiment and memorability labelling. We show that
fine-tuning networks pre-trained for scene recognition and sentiment prediction yields better results than fine-tuning
networks pre-trained for object recognition. This novel outcome of our work suggests that the semantic correlation
between different domains could be inherent in the CNN weights. Additionally, we address the practical applicability of
our results by analysing different aspects of image similarity. We show that features derived from fine-tuned networks
can be employed to retrieve images similar in either style or content, which can be used to enhance capabilities of search
systems in different online art collections.
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1. Introduction

Large-scale digitization efforts which took place in the
last two decades led to a significant increase of online ac-
cessible fine art collections. The availability of those collec-
tions makes it possible to easily explore and enjoy artworks
which are scattered within museums and art galleries all
over the world. The increased visibility of digitized art-
works is particularly useful for art history education and
research purposes. Apart from the advantages of the visi-
bility boost, the very translation of information, from the
domain of the physical artwork into the digital image for-
mat, plays a key role in opening new research challenges
in the interdisciplinary field of computer vision, machine
learning and art history.

The majority of available online collections include some
particular metadata, usually in the form of annotations
done by art experts. Those annotations mostly contain
information about the artist, style, genre, technique, date
and location of origin, etc. Art experts can easily identify
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the artist, style and genre of a painting using their experi-
ence and knowledge of specific features. However, a great
current challenge is to automate this process using com-
puter vision and machine learning techniques. Generating
metadata by hand is time consuming and requires the ex-
pertise of art historians. Therefore, automated recognition
of artworks’ characteristics would enable not only a faster
and cheaper way of generating already existing categories
of metadata such as style and genre in new collections, but
also open the possibility of creating new types of metadata
that relate to the artwork’s content or its specific stylistic
properties.

Stylistic properties of paintings are abstract attributes
inherent to the domain of human perception. Analysing
artworks is a complex task which involves understanding
the form, expression, content and meaning. All those com-
ponents originate from the formal elements of paintings
such as line, shape, colour, texture, mass and composi-
tion (Barnet, 2011). The translation of those semantically
charged features into meaningful numerical descriptors re-
mains a great challenge. Most of the research done in the
field of computational fine art classification is based on ex-
tracting various low-level image features and using them
for training different types of classifiers. However, recent
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breakthroughs in computer vision achieved by deep con-
volutional neural networks, demonstrate the dominance
of learned features in comparison to engineered features
for many different image classification tasks (Krizhevsky
et al., 2012).

One of the main arguments for the recent success of
deep CNNs in solving computer vision tasks is the avail-
ability of large hand-labelled datasets such as the Ima-
geNet dataset ([dataset] Deng et al., 2009), which consists
of over 15 million hand-labelled high-resolution images,
covering approximately 22,000 different object categories.
If we aggregated all the digitized paintings in all avail-
able online collections, the number of images would still
be considerably smaller than the number of images in the
ImageNet dataset and not adequate to train a deep CNN
from scratch without over-fitting. However, many differ-
ent image-related classification tasks (Reyes et al., 2015;
Tajbakhsh et al., 2016), which deal with datasets of lim-
ited size, managed to achieve state-of-the-art classification
performance by fine-tuning CNNs pre-trained on the Ima-
geNet dataset to the new target dataset and/or task. This
motivated us to explore how CNNs pre-trained on photo-
graphic images can be fine-tuned for fine art specific tasks
such as style, genre or artist recognition.

In our work we explore how different fine-tuning strate-
gies can be used for various art-related classification tasks.
Knowing that a smaller distance between the source and
target domains leads to a better performance on the new
task (Yosinski et al., 2014), we investigate the impact of
different weight initializations by using CNNs of the same
architecture, but pre-trained on different source domains
and for different tasks. By changing the transfer learn-
ing source domain, we are trying to explore how different
task- and data-driven weight initializations influence the
performance of fine-tuned CNNs for art-specific tasks and
whether this can indicate a semantic correlation between
domains. Besides weight initialization, we also address
several other aspects of the fine-tuning process such as
the number of layers being re-trained. Furthermore, we
show how models fine-tuned for solving a particular clas-
sification task can be used to broaden the possibilities of
content-based search across art datasets.

2. Related work

The topic of fine art classification has been addressed
with continuous interest in a number of different stud-
ies over the last few years. One of the first attempts
to classify paintings was done by Keren (2002), apply-
ing a naive Bayes classifier to local features derived from
discrete cosine transformation coefficients. The task of
classifying paintings by artist has later been addressed in
different studies (Cetinic & Grgic, 2013), as well as the
challenge of visualizing similarities (Bressan et al., 2008;
Shamir et al., 2010; Shamir & Tarakhovsky, 2012) and ex-
ploring influential connections among artists (Saleh et al.,
2016). Most of the earlier studies that addressed the topic

of artist and other art-related tasks such as style (Lom-
bardi, 2005; Arora & Elgammal, 2012; Falomir et al., 2018)
and genre classification (Zujovic et al., 2009), share one
similar methodology. Their approach usually includes ex-
tracting a set of various image features and using them
to train different classifiers such as support vector ma-
chines (SVM), multilayer perceptron (MLP) or k-nearest
neighbours (k-NN). The features used for training the clas-
sifiers commonly include low-level features that capture
shape, texture, edge and colour properties. A compre-
hensive overview of these earlier studies and other uses of
computational methods in art history is given in Brach-
mann & Redies (2017).

The fine art classification challenge faced several com-
mon issues, most notably the lack of a large commonly
accepted dataset to adequately compare results. Stud-
ies addressing the same classification task used different
small to medium-sized collections of paintings, as well as
arbitrary chosen and different sets of classification classes.
Recently the fine art classification research progress was
induced by two parallel streams: the appearance of large,
well-annotated and openly available fine art datasets on
one side; and significant advancements in computer vision
related tasks achieved with the adoption of convolutional
neural networks on the other side.

In the context of fine art classification, CNNs were firstly
introduced as feature extractors. The approach to use lay-
ers’ activations of a CNN trained on ImageNet as features
for artistic style recognition was introduced by Karayev
et al. (2014), where authors showed how features derived
from the layers of a CNN trained for object recognition on
non-artistic images, achieve high performance on the task
of painting style classification and outperform most of the
hand-crafted features. The efficiency of CNN-based fea-
tures, particularly in combination with other hand-crafted
features, was confirmed for style (Bar et al., 2014), artist
(David & Netanyahu, 2016) and genre classification (Ce-
tinic & Grgic, 2016), as well as for other related tasks
such as recognizing objects in paintings (Crowley & Zis-
serman, 2014). Even better performance for a variety of
visual recognition tasks has been achieved by fine-tuning
a pre-trained network on the new target dataset as shown
by Girshick et al. (2014), as opposed to using CNNs just
as feature extractors. The superiority of this approach has
also been confirmed on artistic datasets for different clas-
sification tasks (Hentschel et al., 2016; Tan et al., 2016),
as well as for retrieving visual links in painting collections
(Seguin et al., 2016) or distinguishing illustrations from
photographs (Gando et al., 2016).

Although fine-tuning does not require as much data as
training a deep CNN from scratch, a relatively large cor-
pus of images is still considered a necessary prerequisite.
Fortunately the appearance of large, annotated and online
available fine art collections such as the WikiArt1 dataset,

1www.wikiart.org
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Figure 1: Examples of paintings from ten different categories included in the Wikiart genre classification dataset

which contains more than 130k artwork images, enabled
the adoption of deep learning techniques, as well as helped
shaping a more uniform framework for method compari-
son. To the best of our knowledge, the WikiArt dataset is
currently the most commonly used dataset for art-related
classifications tasks (Karayev et al., 2014; Bar et al., 2014;
David & Netanyahu, 2016; Girshick et al., 2014; Hentschel
et al., 2016; Seguin et al., 2016; Chu & Wu, 2016; Saleh
& Elgammal, 2016), even though other online available
sources are also being used such as the Web Gallery of
Art2 (WGA) with more than 40k images (Seguin et al.,
2016); or the Rijksmuseum challenge dataset (van Noord
et al., 2015; Mensink & Van Gemert, 2014). Furthermore,
there were several initiatives for building painting datasets
dedicated primarily to fine art image classification such as
Painting-91 (Khan et al., 2014), which consists of 4266
images from 91 different painters; the Pandora dataset
consisting of 7724 images from 12 art movements (Florea
et al., 2016) and the recently introduced museum-centric
OmniART dataset with more than 1M photographic re-
productions of artworks (Strezoski & Worring, 2017).

Based on the datasets used, as well as the methodol-
ogy and results, we identify several particularly interesting
works for comparison. Saleh & Elgammal (2016) initiated
the use of WikiArt for creating data sub-collections for
the tasks of artist, style and genre classification, as well as
identified the classes for each task based on the number of
available images. In their work they explore how different
image features and metric learning approaches influence
the classification performance. Regarding the used fea-
tures, their best result is achieved with the feature fusion
method which included also CNN-based features. Conse-
quently, based on the same dataset and class distribution,
Tan et al. (2016) fine-tuned an ImageNet pre-trained CNN
and achieved significant performance improvement, as well
as showed that fine-tuning a CNN not only outperforms us-
ing only CNN-based features, but also exceeds the results
achieved by training a CNN from scratch with fine art im-

2www.wga.hu

ages. Similarly, Hentschel et al. (2016) also showed that
fine-tuned CNNs yield best results for the task of style clas-
sification on the WikiArt dataset, in comparison to other
approaches such as linear classifiers applied on Improved
Fisher Encodings. In both of these works the results were
obtained by fine-tuning an AlexNet model (Krizhevsky
et al., 2012). More recently, Lecoutre et al. (2017) man-
aged to achieve a higher performance for the style classifi-
cation task by fine-tuning the deeper ResNet50 model (He
et al., 2016). This indicates that further classification im-
provement on other tasks might be also be achieved using
deeper architectures. Apart from fine-tuning, an approach
for learning scale-variant and scale-invariant representa-
tions from high-resolution images of the TICC3 dataset
was presented by van Noord & Postma (2017). By design-
ing a multi-scale CNN architecture consisting of multiple
single-scale CNNs, they managed to achieve very high per-
formance for the task of artist classification and present a
method that is particularly useful for tasks involving image
structure at varying scales and resolutions.

The main methodological novelty of our approach is
comprised in our attempt to not only outperform cur-
rent classification results, but also investigate the semantic
correlation between art-related tasks and other domain-
specific tasks. To achieve this, we limit our choice of CNN
architecture and concentrate on investigating the different
domain-specific weight initialization and fine-tuning sce-
narios impact. The results show that our fine-tuning ap-
proach outperforms the current state-of-the-art achieved
with this particular CNN architecture. A detailed compar-
ison of experimental results regarding the tasks, number of
classes and classification accuracy is presented in section
5.3.

3. Datasets and classification tasks

With the aim to include the largest possible number
of paintings, as well as to cover a wide range of classi-

3https://auburn.uvt.nl/
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fication tasks, we use three different sources for creating
our datasets and identifying the classification tasks. Our
first source is WikiArt, the currently largest online avail-
able collection of digitized paintings. WikiArt is a well-
organized collection which integrates a broad set of meta-
data such as artist, style, genre, nationality, technique,
etc. It includes artworks from a wide time period, with
a particular focus on 19th and 20th century, as well as
contemporary art. Because of its extensiveness, WikiArt
is a frequent choice for creating datasets in many of the
recent studies that addressed the question of painting clas-
sification and is therefore suitable for results comparison.
The dataset is continuously growing and includes differ-
ent types of artworks such as paintings, sculptures, illus-
trations, sketches, photos, posters, etc. At the time of
our data collection process, the WikiArt dataset contained
133220 artworks in total. However, to be consistent re-
garding the type of artwork and therefore more eligible for
exploring the challenge of different classification tasks, we
included only paintings and drawings when creating our
data subsets. Therefore when building the classes sub-
sets, we made sure to remove artworks that are classified
as architecture, photography, poster, graffiti, installation,
etc. Particularly, when choosing the classes for the task
of genre classification, we also made sure to be consistent
with what the term ”genre” refers to in the traditional di-
vision of paintings, namely the type of content depicted.
Therefore we focus exclusively on genre categories which
correspond to specific objects or scenes, rather than in-
cluding categories such as illustration or sketch and study
which are included in the WikiArt genre set of annotations
and included in the genre classification task performed by
Tan et al. (2016). Examples of different images for the
selected genre classes can be seen in Figure 1.

In total we defined four classification tasks performed on
the WikiArt dataset: genre, style, artist and artist’s na-
tionality. Recognizing the artist, genre and style of paint-
ings are three commonly addressed tasks, but the task of
classifying paintings by the artist's nationality has, as far
as we know, not yet been undertaken and represents an
interesting challenge. It explores an underlying interre-
lationship between artworks from different artists, genres
and time periods, but belonging to the same national artis-
tic context.

Based on the number and distribution of images, as well
as the number of classes used in previous works (Saleh
& Elgammal, 2016), we define the subset of classes for
each task. In particular, for artist classification we use a
subset of 23 artists, where each artist is represented with at
least 500 paintings. For style we use a subset of 27 classes
where each class has more than 800 paintings, for genre a
subset of 10 classes where each class has more than 1880
paintings and for nationalities we use a subset of 8 classes
with at least 3200 samples per class. The distribution of
number of images per class can be seen in Figure 2 (left)
for the WikiArt style subset and in Figure 2 (right) for
the WikiArt genre subset. The complete list of the classes

and number of samples per class for all prepared datasets
is given in the Supplementary material.

Figure 2: Class distribution of the WikiArt style (left) and WikiArt
genre (right) datasets

Furthermore, we explore another online source of paint-
ings – the Web Gallery of Art (WGA). This collection is
not as commonly used as the WikiArt dataset and has a
different historical distribution of paintings, covering fine
arts from the 8th to 19th century, with a notably exten-
sive selection of mediaeval and renaissance artworks. Simi-
larly as in the WikiArt dataset, paintings are labelled with
genre, art historical period, school and timeframe (in 50
years steps) in which the artists were active. The collec-
tion contains various types of artworks and for our pur-
pose we used a subset of 28952 paintings. Based on the
available metadata, we identified the following tasks for
classification: artist, genre, nationality (school) and time-
frame. The timeframe classification task can be consid-
ered most similar to the task of style classification because
style is usually linked with an artistic movement active in
a specific time period. However, the WGA timeframe dis-
tribution is specified by a 50 years time step which might
include overlapped artistic movements and can therefore
not be considered as a strict equivalent to the task of style
classification. A detailed distribution of images per time-
frame within the WGA collection can be seen in Figure 3.

Figure 3: Class distribution of the WGA timeframe dataset

The WGA timeframe subset consists of 12 classes with
more than 500 images per class. For the WGA genre subset
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we selected 6 classes with more than 1000 images per class;
for the WGA artist subset we took 23 classes with more
than 170 images per class and for the nationality subset 8
classes with more than 500 images per class.

WikiArt and WGA both include digitized paintings
from different sources which vary in size and quality. As
the third data source, we used the TICC Printmaking
Dataset (van Noord & Postma, 2017), which is essen-
tially different from the other two datasets because it con-
tains high-resolution digital photographic reproductions of
prints made on paper from the online collection of the Ri-
jksmuseum, the Netherlands state museum. The dataset
includes 58630 reproductions of artworks made by 210 dif-
ferent artists where each artist is represented with at least
96 artworks. Having only prints included, this dataset
is more uniform in terms of colour and physical size and
therefore suitable for addressing the task of artist classifi-
cation on a less style-dependent level. Examples of repre-
sentative images from the three different data sources are
shown in Figure 4, while the total number of images per
task and dataset is given in Table 1.

Table 1: Number of images and classes for different tasks and data
sources

Task Source # of classes # of images

artists
TICC 210 58,630

WikiArt 23 20,320
WGA 23 5,711

genre
WikiArt 10 86,087
WGA 6 26,661

style WikiArt 15 96,014
timeframe WGA 12 28,605

nationality
WikiArt 8 80,428
WGA 8 27,460

For each data source and task we split the total number
of images in order to keep 70 % of the images for training,
10 % for validation and 20 % for testing. This distribution
is kept consistent within all classes. All images are resized
to 256 × 256 pixels.

4. Experimental setup

4.1. CNN architecture

The main CNN architecture used in our experiments is
CaffeNet (Jia et al., 2014), which is a slightly modified ver-
sion of the AlexNet model (Krizhevsky et al., 2012). This
CNN contains five convolutional layers and three fully con-
nected layers. Three max-pooling layers follow after the
first, second and fifth layer, while dropout is implemented
after the first two fully connected layers. The activation
function for all weight layers is the rectification linear unit
(ReLU). The output of the last fully connected layer is
connected to a softmax layer that determines the proba-
bility for each class. The input of the network is a 227 ×
227 crop of the resized RGB image.

Besides the aim to maximize classification performance
for art-related tasks, we explore the transferability of deep
representations across different source/target domains.
For this purpose, we narrow our choice of architecture
to one well-studied architecture such as AlexNet, rather
than expanding our fine-tuning experiments to deeper ar-
chitectures such as VGG (Simonyan & Zisserman, 2014),
GoogleLeNet (Szegedy et al., 2015) or ResNet (He et al.,
2016). All our experiments are implemented using the
open-source deep learning framework Caffe (Jia et al.,
2014).

4.2. Fine-tuning scenarios

The transferability of internal deep representations
makes pre-trained CNNs useful for solving a variety of
visual recognition tasks. Pre-trained CNNs can be used
either as feature extractors or as weight initializers for fine-
tuning towards new tasks. Generally, better performance
is achieved if the pre-trained network is fine-tuned rather
than only used as a feature extractor which fails to cap-
ture some discriminative information of the new dataset.
The earlier layers of the network extract generic features
such as edges or blobs, while features from later layers
correspond more to the specific image details of classes in-
cluded in the source dataset (Yosinski et al., 2014). When
fine-tuning, a common practice is to copy all layers of the
pre-trained model except the last layer, which is specific
for the source classification task, and replace it with a
new layer in which the number of neurons corresponds to
the number of different classes in the new target domain.
Because early layers extract features that are relevant to
diverse image recognition tasks, fine-tuning only a part
of the network, usually the last or last few layers, makes
the network adapt to the specifics of the target domain
and results in a boost of performance for many different
classification problems.

Based on the target dataset size and the similarity be-
tween target and source domain, different fine-tuning sce-
narios are considered in order to find the most efficient
solution, as well as avoid over-fitting. These scenarios in-
clude variations of the extent to which the error from the
new task is being back propagated within the network or,
in other words, how many of the transferred layers are kept
frozen. In our work we test five different scenarios:

• all - upon each iteration, the weights of all layers are
being modified

• skip first - the weights of the first convolutional layer
(conv1) are kept frozen

• skip first 2 - the weights of the first two convolutional
layers (conv1 and conv2) are kept frozen

• only last 3 - only the weights of the last three fully
connected layers (fc6, fc7 and fc8) are being modified

• only last - only the weights of the last fully connected
layer (fc8) are being modified
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Figure 4: Examples of images from the three different data sources: WikiArt, WGA and TICC

4.3. Domain-specific weight initializations

It is known that the distance between the source and tar-
get domain influences the transferability of features. How-
ever, Yosinski et al. (2014) showed that initialization with
transferred features improves the fine-tuned network’s gen-
eralization performance even when domains are distant
and enough training data is available to avoid over-fitting
when training from scratch. To gain further insights in
the impact of weight initialization, we explore the impact
of various domain-specific initializations for different art-
related classification tasks.

In this regard, we evaluate five different pre-trained net-
works in order to explore how changing the source domain
influences the fine-tuning performance:

• CaffeNet is the BVLC reference model (Jia et al.,
2014) trained on the subsets of ImageNet used in the
ILSVRC-2012 competition (Deng et al., 2012), con-
sisting of 1.2 million images with 1000 categories,
where the goal was to identify the main objects
present in images.

• Hybrid-CNN network (Zhou et al., 2014) is a Caf-
feNet model trained to classify categories of objects
and scenes. The training set consists of 3.5 million
images from 1183 categories, obtained by combining
the Places database and ImageNet.

• MemNet network (Khosla et al., 2015) is pre-trained
Hybrid-CNN model fine-tuned on the LaMem dataset,
a large memorability dataset of 60 000 images anno-
tated with human memory scores conducted through
a memory game experiment using Amazon Mechani-
cal Turk. Because the memorability score is a single
real value in the range [0, 1], the Euclidean loss layer
is used to fine-tune the Hybrid-CNN.

• Sentiment network (Campos et al., 2017) is a fine-
tuned CaffeNet model for visual sentiment prediction
on the DeepSent dataset (You et al., 2015), a set of
1269 Twitter images manually annotated as reflect-
ing either positive or negative sentiment. The output
of the fine-tuned network is the probability for the
positive and negative sentiment evoked by the image.

• Flickr network (Karayev et al., 2014) is a CaffeNet
model trained on the Flickr Style dataset, which con-
sists of 80,000 photographic images labelled with 20
different visual styles comprising different stylistic
concepts such as composition, mood or atmosphere
of the image.

The concepts addressed within these five different mod-
els cover different domains, from the straightforward chal-
lenge of object recognition to more abstract ideas such as
exploring the sentiment or memorability of images. By us-
ing learned weights of these five task-specific networks as
different weight initializations for our fine-tuning experi-
ments, we aim to explore if the initialization influences the
performance in such a way that it reflects some inherent
relatedness of those concepts with art-related concepts of
genre, style and artist. It is worth mentioning that all
those networks were developed before the introduction of
batch normalization (Ioffe & Szegedy, 2015), which po-
tentially reduces the dependence on model initialization
by normalizing the input of each layer for each training
mini-batch.

4.4. Training settings

During the training process, we employ simple data
augmentation by horizontal mirroring and random crop-
ping of input images. All the networks are fine-tuned
using stochastic gradient descent with L2 regularization,
momentum of 0.9, weight decay of 0.0005, with training
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Table 2: Comparison of task-wise classification test accuracies
achieved with different initializations

Dataset
Test accuracy

Variance of accuracies
hybrid memnet sentiment caffe flickr

TICC artist 0.762 0.666 0.738 0.719 0.678 12.9 ×10-4

wikiart artist 0.791 0.725 0.787 0.763 0.714 9.92×10-4

wikiart style 0.563 0.526 0.558 0.542 0.507 4.27×10-4

wikiart genre 0.776 0.759 0.774 0.772 0.755 0.72×10-4

wikiart nationality 0.583 0.534 0.571 0.551 0.513 6.31×10-4

wga artist 0.696 0.551 0.686 0.655 0.569 36.2×10-4

wga timeframe 0.527 0.482 0.526 0.506 0.469 5.24×10-4

wga genre 0.796 0.779 0.801 0.787 0.765 1.59×10-4

wga nationality 0.656 0.612 0.655 0.635 0.603 4.70×10-4

batch size of 256 and with unchanged dropout probability
of 0.5. Changing those chosen parameters’ values, using
grid search or Bayesian optimization with SigOpt4, does
not give any significant qualitative and quantitative differ-
ences to our results. We perform numerous experiments
for each classification task in order to determine the opti-
mal number of training epochs, as well as the initial value
of the learning rate and its reduction factor and frequency.
Depending on the size of the dataset, a different number
of epochs is needed for different tasks in order to achieve
training convergence.

5. Results and discussion

The experimental results obtained can be analysed and
discussed from several viewpoints. Firstly, we focus on
the fine-tuning setup and analyse the impact of domain-
specific weight initialization, as well as the influence of
the extent to which the network is being re-trained. Fur-
thermore, we address the overall classification results for
each dataset and task, particularly in comparison to re-
lated works, as well as discuss the applicability of the fine-
tuned models for image similarity analysis and visual link
retrieval purposes.

5.1. Impact of domain-specific weight initialization

In order to evaluate how domain-specific weight initial-
ization influences the fine-tuning performance, we fine-
tune the differently initialized models under same condi-
tions: re-training all the layers for 100 epochs with a fixed
learning rate of 10-4. The results for the weight initial-
ization impact, which are compared in Table 2, show that
for most of the tasks the highest test accuracy is achieved
with the Hybrid-CNN initialization. The performance of
differently initialized models on the validation set, which
is consistent with the test set accuracy results, is shown in
Figure 5 (left) for the WikiArt artist task when re-training
all the layers and in Figure 5 (right) when re-training only
the last layer. Similarly, validation accuracy curves for
WGA artist classification task can be seen in Figure 6.

Because Hybrid-CNN was trained on a large dataset
which combines the Places dataset and of ImageNet, it

4https://sigopt.com

Figure 5: Validation accuracy curves of differently initialized models
for the WikiArt artist classification task when fine-tuning all layers
(left) and only the last layer (right)

Figure 6: Validation accuracy curves of differently initialized models
for the WGA artist classification task when fine-tuning all layers
(left) and only the last layer (right)

outperforms CaffeNet trained only on the ImageNet ob-
jects dataset. We could interpret this boost in performance
as a result of expanding the scope of recognizable image
content from objects to scenes.

However, a very high performance achieved with the
Sentiment network initialization represents an interesting
finding. We might presume that the differentiation be-
tween emotionally positive and negative image content
serves as a good starting point for differentiating art-
related content. Besides acknowledging the universal en-
tanglement of art and emotions, in order to gain a bet-
ter understanding of the Sentiment network behaviour, a
deeper layer-wise output analysis is needed.

The lower accuracy rates of the MemNet network indi-
cates that the image memorability counteracts the learn-
ing convergence towards art-related tasks. Similarly, the
Flickr network underperforms in comparison to other net-
works for all the datasets and task. Although the Flicker
model addresses the concept of image style and should
therefore be considered as a good basis for fine-tuning
towards artistic style recognition, its lower performance
might be a result of the discrepancy between the Flickr
style concept and the art history style concept, as well
as of the lack of distinctiveness between the initial 20
Flickr style classes, which most likely explains the net-
work’s rather low performance (39% accuracy) on the orig-
inal style recognition task by the conducted fine-tuning
setting.

Furthermore, based on the variance of accuracies ob-
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tained for the same tasks using differently initialized net-
works (Table 2), we can see that the variance is high for
the artist task (in all three datasets) and low for the genre
task (in both Wikiart and WGA datasets). This leads us
to conclude that weight initialization has a higher impact
on the overall performance in tasks with many classes and
fewer examples per class (the artist classification task),
than with tasks with fewer classes and more images per
class (the genre task).

5.2. Influence of different fine-tuning scenarios

In order to conclude what is the optimal relation
of frozen/trainable layers when fine-tuning towards art-
related classification tasks, we tested five different scenar-
ios. We keep the other training setup properties fixed
by using the same best performing weight initialization
(Hybrid-CNN) and re-training the model for 100 epochs
with a constant learning rate. The performance results for
each scenario and each task is given in Table 3.

Table 3: Comparison of task-wise classification test accuracies for
different fine-tuning scenarios

scenario
Test accuracy

TICC WikiArt WGA

artist artist style genre nationality artist timeframe genre nationality

all 0.762 0.791 0.563 0.776 0.584 0.696 0.526 0.796 0.656
skip first 0.767 0.798 0.564 0.774 0.585 0.704 0.537 0.792 0.651
skip first2 0.765 0.795 0.570 0.777 0.583 0.689 0.524 0.790 0.652
only last3 0.668 0.762 0.537 0.762 0.554 0.665 0.505 0.791 0.634
only last 0.583 0.740 0.516 0.754 0.532 0.646 0.488 0.772 0.619

Based on the accuracy results, we can conclude that
the best scenario in most cases is to re-train all except
the first convolutional layer. The correlation between the
original tasks of object and scenes recognition and various
art-related tasks is sufficient enough to confirm that the
first, and in many cases the second, convolutional layer
extracts mutually relevant features. From the results and
the validation accuracy curves of the WikiArt style classifi-
cation task presented in Figure 7, we can observe that very
similar performance is achieved by fine-tuning all layers or
skipping the first one or two layers.

Figure 7: Comparison between validation accuracy learning curves
of different scenarios for the WikiArt style task

By comparing the accuracy results (Figure 8) and the
training time for 100 epochs (Figure 9) when fine-tuning

Figure 8: WikiArt style accuracy for different fine-tuning scenarios

Figure 9: Training time of different fine-tuning scenarios for the
WikiArt style task

for the WikiArt style task, we can conclude that by freez-
ing the first two convolutional layers we gain the best per-
formance in significantly less time compared to re-training
all layers.

5.3. Best overall classification performance

In order to compare the weight initialization and fine-
tuning scenario impacts, we fine-tuned all the models for
100 epochs with a fixed learning rate. However, to identify
the best classification performance for each task, we per-
formed a large number of experiments with different train-
ing settings. The best results for each task are summarized
in Table 4, together with results of previous studies.

In most cases the best accuracy is achieved by train-
ing for a large number of epochs with a constant learning
rate of 10-4. On the other hand, if we start training with
a higher learning rate and decrease it over time, we can
achieve relatively high classification performance within a
smaller number of epochs. For instance, if we train the
model for the WikiArt style classification task for only 20
epochs, starting with a learning rate 10-3 and reduce it by
factor of 10 after 5 epochs, we achieve 53.02% accuracy
which is deterioration of only ∼ 3% in comparison to the
best result achieved by training for 100 epoch with a fixed
smaller learning rate.

The results show that our simple and conventional fine-
tuning approach outperforms the current state-of-the-art
reported for the WikiArt dataset in (Tan et al., 2016).
In this work the authors achieved the best results with
fine-tuning of an AlexNet network pre-trained on the Im-
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Table 4: Comparison of results for all tasks and datasets

Reference Method Dataset
Style/Time-frame Genre Artist Nationality

# of classes acc. (%) # of classes acc. (%) # of classes acc. (%) # of classes acc. (%)

Our results CNN fine-tuning (CaffeNet)
TICC - - - - 210

80.42
(80.26 F-score)

- -

WGA 12 53.75 6 80.1 23 70.42 8 65.20
WikiArt 27 56.43 10 77.6 23 81.94 8 58.35

B. Saleh et al. Feature fusion WikiArt 27 45.97 10 60.28 23 68.25 - -

Tan et al. CNN fine-tuning (AlexNet) WikiArt 27 54.50 10 74.14 23 76.11 - -

Hentschel et al. CNN fine-tuning (CaffeNet) WikiArt 22 55.9 (MAP) - - - - - -

Lecoutre et al. CNN fine-tuning (ResNet50) WikiArt 25 62.8 - - - - - -

Noord et. al multi-scale CNN (All-CNN) TICC - - - - 210 77.01 (F-score)

ageNet dataset. However, with our implementation of dif-
ferent domain-specific weight initializations and different
training settings, we show that the model performance can
be further improved. On the other hand, using a deeper
model such as ResNet50 can lead to a boost of perfor-
mance as shown for the WikiArt style classification task by
Lecoutre et al. (2017). Although they use a smaller num-
ber of classes (25 instead of 27), the results achieved by
fine-tuning an ImageNet pre-trained ResNet50 model, to-
gether with applying data augmentation methods such as
bagging and distortion, represent the currently highest re-
sult for the task of style classification. Regarding the TICC
dataset, our approach surpasses the results achieved with
ensembling multi-scale CNNs by van Noord & Postma
(2017). Regarding the WGA dataset, to the best of our
knowledge, there are currently no other works available for
comparing classification results.

5.4. Interpretation of classification results

After determining the best performing training setup
for each task, a further exploration of the task-specific
classification can be carried out by looking into the per-
class classification performance. Figure 10 shows the con-
fusion matrix for the WikiArt style classification task.
From it we can observe that the most distinctively cat-
egorized style is Ukiyo-e (84%), which refers to a style
of Japanese woodblock print and paintings from the 17th
through 19th centuries. This observation is in line with the
results presented by Tan et al. (2016). The poorest results
are achieved for the style of academism, which is being
misclassified most commonly as realism. This however is
due to the fact that both rely on using precise illusionistic
brushwork, but academism aims at emphasising intellec-
tual messages and high-minded themes, whereas realisms
relates to an artistic movement that emerged with the aim
to portray everyday subjects and ordinary situations, as
shown in examples in Figure 11.

This misclassification example demonstrates the fact
that style is not only associated with mere visual char-
acteristics and content of an artwork, but is often a sub-
tly differentiable and contextually depended concept. The
common visual properties of different styles explain the

Figure 10: Confusion matrix for WikiArt style classification task

high misclassification rate between classes such as abstract
expressionism and lyrical abstraction, as well as impres-
sionism and post-impressionism or rococo and baroque.

Figure 11: Examples of paintings belonging to the styles of
academism and realism
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Figure 12: Confusion matrix for WikiArt (left) and WGA (right) genre classification

Figure 13: Confusion matrix for WikiArt (left) and WGA (right) artist classification

Figure 14: Confusion matrix for WikiArt (left) and WGA (right) nationality classification
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In comparison to other tasks, the lower style classification
corresponds to the high level of visual properties overlap-
ping between classes, as well as to the great diversity of
content depicted in the same style. On the other hand, the
classes of the genre classification task are more uniform in
terms of content and CNNs show a high ability to dis-
tinguish scenes and objects in paintings, regardless of the
various artistic techniques and styles. From the confusion
matrices in Figure 12 for WikiArt genre (left) and WGA
genre (right), we can observe the inner logic of misclassi-
fied classes. For example, the high rate of cityscape and
marina paintings being misclassified as landscape because
they include outdoor scenes; or genre and nude paintings
being confused for portraits because they depict faces.

For the task of artist classification, the overall accuracy
is quite high for all three datasets, particularly in respect
to the high number of classes and lower number of images
per class. Based on the confusion matrices (Figure 13),
the interpretation of the misclassified paintings indicates a
general similarity between the works of different artist, for
instance impressionist painters Childe Hassam and Cloude
Monet in the WikiArt dataset; or 16th century Italian
painters Tintoretto, Veronese and Tiziano in the WGA
dataset.

The results obtained for the task of recognizing artworks
belonging to the same national artistic context present an
interesting finding. Having in mind that the only common
baseline in this task is that the artist of an artwork is asso-
ciated with a particular national artistic circle, the overall
accuracy for WikiArt being 58.4% and for WGA 65.2% can
be considered a surprisingly high result. Figure 14 (left)
shows the confusion matrix for the WikiArt and Figure 14
(right) for the WGA nationality classification task.

The result of this experiment can be considered as pre-
liminary test for addressing the task of classifying artworks
by nationality in a more thorough manner. The exist-
ing correlations between classes could potentially explain
artistic influences and patterns within different national
artistic heritages. However, an in-depth analysis of the
dataset in collaboration with art history experts is needed
before drawing any meaningful conclusion.

5.5. Fine-tuned CNNs as feature extractors for image sim-
ilarity

In addition to exploring the best training setting and
task-specific classification performance, we aim to address
the usability of the fine-tuned models. One apparent appli-
cability is to enhance the search capabilities within online
art collections by enabling image content search and visual
similarity retrieval. Therefore we want to explore if CNN
models fine-tuned for genre and style recognition can be
used for retrieving images of similar genre or style.

For this purpose we use the fine-tuned models as feature
extractors and calculate the similarity between feature vec-
tors. Concretely, we use the outputs of the penultimate
layer (fc7 layer) for representing the image with a 4096
feature vector. As a distance metric for calculating the

image similarity based on the extracted feature vectors we
use the cosine distance measure. Figure 15 presents exam-
ples of images retrieved as most similar to the input image
when using the best performing CNN models fine-tuned
for the WikiArt genre task or fine-tuned for the WikiArt
style task as feature extractors.

Figure 15: Examples of paintings retrieved as most similar to the
input image when using the genre-tuned CNN model and the style-
tuned CNN model as feature extractors

From those examples we can see that the CNN fine-
tuned for the genre recognition task retrieves images that
are more similar in terms of content, by including specific
objects and similar compositions.

Figure 16: Cosine distance matrix of image features extracted from
different fine-tuned models

On the other hand, the CNN fine-tuned for style recog-
nition focuses more on style properties such as brushwork
or level of details. We presume that a further improvement
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of task-specific classification performance would lead to a
higher level of distinctiveness between genre-similar and
style-similar images.

Additionally, we use this approach of calculating im-
age similarity to explore the distance of features extracted
by differently initialized models. For this purpose we cre-
ated a sub-collection of 100 randomly chosen art images for
which we extracted the fc7 features with differently initial-
ized models and calculated the mean of the overall cosine
distance between images. The distance matrix of various
models is shown in Figure 16. Knowing that for most input
images, the first 1000 most similar images have a distance
smaller than 0.4, we can conclude that the domain-specific
initialization, as well as the task-specific fine-tuning, can
highly influence the performance of retrieving similar im-
ages.

6. Conclusion

This paper presents the results of extensive CNN fine-
tuning experiments performed on three large art col-
lections for five different art-related classification tasks.
We compared different fine-tuning strategies in order to
identify the best training setup for different art-related
tasks and datasets, with a particular focus on exploring
the impact of domain-specific weight initialization. We
showed that the pre-trained model initialization influences
the fine-tuning performance, particularly when the tar-
get dataset consists of many classes with fewer images
per class. Moreover, we showed that fine-tuning networks
pre-trained for scene recognition and sentiment prediction
yields better results than fine-tuning networks pre-trained
only for object recognition. This indicates that the seman-
tic correlation between different domains could be inherent
in the CNN weights. However, in order to draw definite
conclusions about the semantic implications of weight ini-
tialization, further exploration is necessary. In particular,
ground-truth labelling of different image properties on the
same dataset is a prerequisite for investigating the percep-
tual correlation of domains such as sentiment and memo-
rability. Having conclusions established on the psycholog-
ical level, would enable a stronger evaluation of the CNN
behaviour. However, collecting ground-truth labels for at-
tributes related to subjective perception of images requires
complex experimental surveys. Nevertheless, pre-trained
CNN models can be used in order to shape inceptive hy-
potheses about the relation of different domain-specific im-
age features.

This constitutes the central direction of our future re-
search. In particular, in our future work we aim to in-
vestigate the applicability of CNN beyond classification
and towards understanding perceptually relevant image
features and their relation to different artistic concepts.
Furthermore, we aim to strengthen our interdisciplinary
collaboration and investigate the relevance of our findings
to concrete art history-related research topics. Specifically,
we aim to explore how deep neural networks can be used

for extracting high-level and semantically relevant features
that can serve as a basis for discovering new knowledge
patterns and meaningful relations among specific artworks
or artistic oeuvres. Besides using CNN to gain a new per-
spective of fine art, we also aim to advance our understand-
ing and interpretability of deep learning models by uti-
lizing CNN representations visualization techniques (such
as activation maximization, saliency maps and class acti-
vation maps) and other interpretability concepts such as
semantic dictionaries. Furthermore, the fine-tuned models
presented in this work outperform the current state-of-the-
art classification results for most of the tasks and datasets
used. However, we plan to investigate if further improve-
ment can be achieved by using deep models of different ar-
chitectures. Finally, in this work we address the practical
applicability of task-specific fine-tuned models for visual
image similarity analysis. Our findings suggest that the
proposed approach can serve as a basis for implementing
a novel framework for refined retrieval of fine art images, as
well as enhancing capabilities of search systems in existing
online art collections.
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