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Highlights

* An inter-laboratory quantification of total surfactant activity (SA) in seawater
* Different calibration protocols produced comparable SA measurements
* Discrete calibration standards must be used during external calibration method
* All tested procedures resulted in comparable SA enrichment factors

**Abstract**

The quantification of surface active substances (SAS) expressed as total surfactant activity (SA) in freshwater and seawater by alternating current (AC) out-of-phase voltammetry with a hanging mercury drop electrode (HMDE) is long established. However, modifications to the basic analysis and associated calibration procedures have been implemented in individual research laboratories. The increasing interest in the environmental roles of SAS prompts a timely inter-comparison of these varying analytical approaches. Using sea surface microlayer (SML: uppermost 50–80 μm sampled) and sub-surface seawater (SSW: 1-m depth sampled) from Jade Bay (southeastern North Sea) we carried out the first inter-laboratory comparison for SA, using methods and calibration protocols in three participating laboratories. Internal calibration protocol follows direct calibrations of individual samples against the model surfactant Triton-X-100 during analysis, whereas external calibration produces independent Triton-X-100 calibration curves; both protocols express SAS concentrations in Triton-X-100 equivalents (T-X-100 eq.). Following collection, samples were stored at -20⁰C and transported (0-24 hours transit times) to the participating laboratories. SA ranged from 0.048-1.508 mg l-1 T-X-100 eq.; there was no significant difference between SA derived via internal or external calibration protocols, or by using different analytical instruments (range in Kruskall-Wallis and Dunn-Bonferroni post-hoc test p-values: 0.062-1.000), except where freeze/thaw degradation was suspected to have occurred during transit (p < 0.001). We recommend using discrete calibration standards during external calibration. Irrespective of any differences in SA determined by the three laboratories, the SA enrichment factor (EF: = SASML/SAssw) was not affected for any sample (range in EF: 0.6-1.7); the root mean square error (± one standard deviation) between all laboratories was 0.156 ± 0. 226 (n = 45). We present and discuss recommendations for a standard analytical protocol to ensure the inter-laboratory compatibility of SAS measurements into the future.

**Introduction**

Surfactants, or surface-active substances (SAS), are an important subgroup of the dissolved organic matter (DOM) pool in natural waters ([Wurl et al., 2009](#_ENREF_45)). SAS are a complex mix of molecules that range widely in solubilities, but which are all amphipathic; i.e. they possess both hydrophobic and hydrophilic structural groups. They include polysaccharides, proteins and lipids ([Gašparović et al., 1998a](#_ENREF_16); [2007](#_ENREF_17); [Williams et al., 1986](#_ENREF_44)), amino acids ([Kuznetsova et al., 2004](#_ENREF_27)), and chromophoric dissolved organic matter ([CDOM; Tilstone et al., 2010](#_ENREF_41)). In seawater, SAS are mostly biologically-derived, arising via phytoplankton release ([Gašparović et al., 1998b](#_ENREF_18)), during zooplankton grazing ([Kujawinski et al., 2002](#_ENREF_25)) and from marine bacterial activity ([Kurata et al., 2016](#_ENREF_26)). Additional small contributions derive from terrestrial sources ([Pereira et al., 2016](#_ENREF_34)), atmospheric volatiles and dust ([Peltzer and Gagosian, 1989](#_ENREF_32)) and possibly via the in situ photochemical processing of other dissolved organic molecules ([Tilstone et al., 2010](#_ENREF_41)).

The amphipathic nature of SAS causes them to accumulate at air-water interfaces; consequently, they are enriched in the sea-surface microlayer (SML) ([Frka et al., 2009](#_ENREF_14); [Wurl et al., 2009](#_ENREF_45)). The SML occupies the uppermost 10-1000 μm of the ocean and is the largest environmental boundary at the Earth’s surface (Cunliffe et al., 2013). Physical, chemical and biological processes in the SML, which are distinct from those in the immediately underlying waters ([Hardy, 1982](#_ENREF_22)), control the rates at which all energy and matter exchange between air and sea, and thus exert short-term and long-term impacts on a range of planetary scale processes, including global biogeochemical cycling, the air-sea exchange of gases and particles, and climate regulation ([Cunliffe et al., 2013](#_ENREF_9); [Engel et al., 2017](#_ENREF_11)). Recent work has shown SML SAS enrichment to be ubiquitous ([Sabbaghzadeh et al., 2017](#_ENREF_36)), but they do exhibit strong spatiotemporal variability. Concentrations tend to be high in estuarine and coastal waters and progressively decrease with distance offshore. They are also generally higher during the warmer months ([Frka et al., 2009](#_ENREF_14); [Pereira et al., 2016](#_ENREF_34)), peaking in concert with phytoplankton blooms ([Passow, 2002](#_ENREF_31)). SAS SML enrichment has also been documented in oligotrophic regions, away from terrestrial influences and where productivity is low ([Wurl et al., 2011](#_ENREF_46)).

SAS transport to the SML from the underlying water is predominantly via bubble scavenging and diffusion ([Wurl et al., 2011](#_ENREF_46)). Bubble bursting and spray entrainment by wind transfer variable amounts of SML SAS to the marine boundary layer ([Donaldson and George, 2012](#_ENREF_10)), where they are a source of organic material to marine aerosols ([Leck and Bigg, 1999](#_ENREF_28); [Ovadnevaite et al., 2011](#_ENREF_30)). In calm seas insoluble SAS may form visible surface slicks, but these tend to disperse at wind speeds > 6 m s-1. In contrast, SML enrichments in soluble SAS have been observed for wind speeds up to 13 m s-1 (Sabbaghzadeh et al., 2017) and to be rapidly re-established following strong perturbation ([Bock et al., 1999](#_ENREF_2); [Frew et al., 1990](#_ENREF_13); [Goldman et al., 1988](#_ENREF_19)). SML SAS enrichment plays a globally important role by decreasing water surface tension, dampening surface turbulence. This suppresses the air-sea gas transfer velocity (*kw*) of CO2 and other climate-active gases, thereby decreasing their air-sea exchange rates ([Upstill-Goddard, 2006](#_ENREF_43)). SAS suppression of *kw* by up to 50% is typical, as evidenced by laboratory measurements using natural SAS in seawater ([Pereira et al., 2016; 2018](#_ENREF_33)) and exudates from phytoplankton cultures ([Frew et al., 1990](#_ENREF_13)), and by field studies of artificial (oleyl alcohol) SAS slicks ([Brockmann et al., 1982](#_ENREF_3); [Salter et al., 2011](#_ENREF_37)).

Despite the clear importance of SAS in the SML, expertise in their measurement in natural waters resides in a relatively small number of research laboratories. Electrochemical methods are routinely used to quantify SAS, expressed as total surfactant activity (SA) of the aquatic system studied. Out-of-phase alternating current (AC) voltammetry is based on capacity current ($Ic$) measurements at a selected potential (-0.6 V, approximately the potential of the electrocapillary maximum) after a defined accumulation period ([Ćosović and Vojvodić, 1998](#_ENREF_8)). Adsorption onto a mercury (Hg) electrode surface changes the capacity of the electrode double layer. Thus, electrode surface coverage and, indirectly, the decrease in the capacity current relative to a blank electrolyte ($∆Ic$) for a given accumulation time are functions of SAS concentration in solution ([Ćosović et al., 2010](#_ENREF_6)). While the analysis of SA by AC voltammetry is long-established (e.g. [Ćosović and Vojvodić, 1982](#_ENREF_7); [1998](#_ENREF_8); [Kozarac et al., 1976](#_ENREF_24)) and increasingly used, various subsequent modifications of the original method bring into question the comparability of SA measurements. A recent multi-institute study of the SML afforded us the opportunity to directly address this issue, through the first ever direct inter-laboratory comparison (to our knowledge) of SA measurement techniques, using SML and corresponding sub-surface water (SSW) samples, collected from Jade Bay, southeastern North Sea, during April 2017. We report our findings here, along with recommendations for standard analytical protocols for SA determination, which we hope will ensure future consistency among research laboratories quantifying SAS by AC voltammetry. This will be the key base for the expansion of SA measurements in other laboratories, which is paramount to progressing our understanding of SAS mediated biogeochemical processes.

**Methods**

The SA inter-calibration was a component of MILAN ([sea-surface MIcroLAyer functioning during the Night)](http://www.google.co.uk/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&cad=rja&uact=8&ved=0ahUKEwi80Yja0tLXAhXIpqQKHdNXDpsQFggtMAA&url=http%3A%2F%2Fwww.ncl.ac.uk%2Fnes%2Fnews%2Fitem%2Fsea-surface-microlayer-functioning-during-the-night.html&usg=AOvVaw3KMF1N6V-2lh6Bj3zlCken), a multidisciplinary study of the impact of diurnal changes in solar radiation on SML function. MILAN took place from 3-12 April 2017 in Jade Bay (53° 27' N, 8°12' E), a 190 km2 coastal inlet of the Wadden Sea in the south-eastern North Sea (Figure 1) ([Götschenberg and Kahlfeld, 2008](#_ENREF_20)). Inter-calibration partners were the Institute for Chemistry and Biology of the Marine Environment (ICBM), Carl von Ossietzky University of Oldenburg, Germany, The School of Natural and Environmental Sciences, Newcastle University (NU), UK and the Division for Marine and Environmental Research, Ruđer Bošković Institute (RBI), Croatia.

*Sample collection and processing*

Triplicates of each of a total of 42 Jade Bay water samples were collected from 30 locations selected to provide a wide range of SA (Figure 1) and assigned to one of four sample “groups”. Each participating institute received one of the three replicates. All samples were stored in optically opaque, high density polyethylene (HDPE) sample bottles. The SML (Sample Group 1) and corresponding SSW (Sample Group 2) samples were collected using the remotely operated 4.5 m research catamaran *Sea Surface Scanner* ([S3; Ribas-Ribas et al., 2017](#_ENREF_35)) that was deployed from RVs *Otzum* and *Zephyr* during a 25-hour tidal-drift sampling cycle on 8-9April 2017 (Figure 1). The SML was sampled to a depth ~50–80 μm using a set of six partially immersed rotating glass discs (diameter: 60 cm; thickness: 0.8 cm) bow mounted between the hulls of *S3*. SML samples adhering to the disks were automatically directed into a set of sampling bottles by polycarbonate wipers. SSW was simultaneously collected from 1 m depth via a rigid sampling line mounted below *S3*. The SML and SSW samples were individually pooled into 20 l carboys, from which subsamples were transferred in triplicate to the HDPE bottles after 24-48 hours (on 10 April 2017). Sample Group 3 was from easily accessible sources of natural water in and around the ICBM grounds (seawater storage pools; aquarium; nearby harbour) and Sample Group 4 was a ~500-m transect along the nearby beach shoreline (Figure 1). Sample Groups 3 and 4 were collected on 10 April 2017 by hand dipping the HDPE bottles in triplicate to < 20 cm depth at each sampling location. Sample Groups 1-4 were all placed into -20 ⁰C frozen storage simultaneously on 10 April 2017, within an hour of collection into the HDPE bottles.

SA is routinely determined in unfiltered water ([Ćosović, 2005](#_ENREF_5); [Gašparović et al., 2007](#_ENREF_17)) because the removal of particulate matter by filtration also removes a significant portion of surfactants ([Schneider-Zapp et al., 2013](#_ENREF_39)). Additionally, [Schneider-Zapp et al. (2013)](#_ENREF_39) found that poisoning (with mercuric chloride, silver nitrate or formalin) of riverine and estuarine SML samples prior to storage significantly modified SA, CDOM and fluorescent dissolved organic matter (fDOM), whereas, for most untreated, unfiltered samples stored in the dark at 4⁰C, changes in SA over 14 days of were not significant. Consequently, all samples in this study were untreated and unfiltered. We decided to store all samples at -20 ⁰C because the first available opportunity for simultaneous sample analysis by all participating laboratories was seven weeks after sample collection.

The ICBM replicates remained at -20 ⁰C at ICBM until concurrent analysis was possible. The NU and RBI replicates were carefully wrapped in freezer packs, transported to the respective laboratories in cool boxes, and placed into -20 ⁰C storage immediately upon arrival. Cold transit times were ~24 hours (NU) and ~16 hours (RBI). While partial to full thaw was observed for all NU samples on arrival, no significant thawing was evident for the RBI samples.

A defrosting protocol and schedule (Table S.1, supplementary information) was coordinated across the three participating laboratories between 29 May and 2 June 2017; specified samples were defrosted slowly over 24 hours in the dark at 4⁰C and analysed the following day. The ICBM analytical protocol limits the sample analysis rate to 3 samples per hour due to the time required to calibrate each sample individually during analysis (see below). This allowed scheduling the analysis of ~10 samples per day.

*Analytical protocols*

In all three participating laboratories SA analysis followed the method of [Ćosović and Vojvodić (1998)](#_ENREF_8), using alternating current out-of-phase voltammetry with a hanging mercury (Hg) drop electrode (HMDE). All laboratories used the standard three-electrode system, with HMDE working electrodes, Ag/AgCl/3 mol l−1 KCl reference electrodes and platinum coil auxiliary electrodes. ICBM used an automated 747 VA Computrace and NU used an automated 797 VA Computrace (Metrohm, Switzerland: <https://www.metrohm.com/en-gb/products-overview/voltammetry/>), both with 10 ml sample volumes. RBI analysed 25 ml of duplicate samples on two instruments: 1) RBI1 – a potentiostat/galvanostat µAutolabIII/FRA (Metrohm Autolab B.V., The Netherlands) with a manual Hg drop operation (Polish Academy of Sciences, Poland); and 2) RBI2 – a 663 VA Stand with potentiostat/galvanostat µAutolabII and automated Hg drop production (Metrohm Autolab B.V., The Netherlands). Table 1 summarises specific instrument settings. SA quantification is based on adsorption on the Hg electrode measured by the change in capacity current ($∆Ic$) at an applied potential ($E$) of -0.6 V ([Ćosović et al., 2010](#_ENREF_6); [Ćosović and Vojvodić, 1998](#_ENREF_8)), being the approximate value for the electrocapillary maximum and the Hg point of zero charge (pzc) ([Avranas and Papadopoulos, 1992](#_ENREF_1); [Grahame, 1947](#_ENREF_21)).

All three laboratories used glass measurement cells and a 30 second (30 s) accumulation time (all four instruments) throughout the exercise. All glassware was furnaced at 450 ⁰C for ≥ 4 hours prior to use, and between samples was acid washed with 10% HCl and rinsed with analytical grade water (18.2 MΩ cm, Milli‐Q, Millipore System Inc., USA). When adsorption saturation of the Hg electrode surface occurred within 30 s, samples were diluted with defined volumes of known NaCl concentration to adjust sample salinities to 0.55 mol l-1 NaCl. Calibration was always against the non-ionic soluble surfactant tetra-octylphenolethoxylate (T-X-100, Sigma-Aldrich, UK; data reported in mg l-1 T-X-100 eq.), but the procedures differed in some details between the laboratories.

RBI and NU both employed external calibration as detailed in [Ćosović and Vojvodić (1998)](#_ENREF_8), in which the capacity current ($Ic$) for each sample (salinity adjusted to 35 with NaCl) is measured relative to that of a blank electrolyte ($∆Ic=Ic\_{blank}-Ic\_{sample}$). Salinity adjustment assumed salinity 35 $≡$ 0.55 mol l-1 NaCl and that salinity increases linearly with increasing NaCl concentration:

$V\_{2}=V\_{1}\frac{C\_{3}-C\_{1}}{C\_{2}-C\_{3}}$ (1);

$C\_{1}=\frac{S\_{1}}{S\_{2}}C\_{3}$ (2);

where V1 is the sample volume (ml) in the measurement cell, V2 is the NaCl volume (ml) required to adjust the sample salinity, C1 is the NaCl concentration (mol l-1) equivalent to the measured sample salinity (S1), C2 is the NaCl concentration (mol l-1) used to adjust sample salinity, C3 is the NaCl concentration (mol l-1) equivalent to the adjusted sample salinity (S2).

External calibration with T-X-100, in a NaCl matrix of the same ionic strength as the samples, produces an apparent adsorption isotherm. The linear calibration range (below adsorption saturation) is used to calculate SA at the specified accumulation time ([Ćosović, 1990](#_ENREF_4); [Ćosović and Vojvodić, 1982](#_ENREF_7); [1998](#_ENREF_8)). In calibration, RBI traditionally use discrete T-X-100 calibration standard solutions in the range 0.02-1.30 mg l-1, whereas NU used consecutive T-X-100 standard additions to the blank electrolyte solution (referred to as NU1), obtaining concentrations in the range 0.01-0.75 mg l-1 following dilution factor correction. For purposes of inter-comparison NU therefore followed both protocols in parallel (NU1, and RBI protocol = NU2) to produce two independent calibrations covering the range 0.01-1.35 mg l-1 T-X-100 eq. An external calibration protocol comparison was thus included, where SA was quantified from NU raw sample data ($∆Ic$ values) using both the NU1 and NU2 external calibration curves. NU conducted five potential scans per sample measurement, which produced replicate determinations of $Ic$ at -0.6 V within 1% for the blank electrolyte. Replicate sample response curves were accepted if they visibly overlapped (< 1% difference; Figure S.1, supplementary information). Table 2 summarises the external calibration parameters used by NU and RBI.

ICBM used an internal calibration method following [Sander and Henze (1997)](#_ENREF_38), where each sample was calibrated individually during analysis (e.g. Figure 2). Here a blank electrolyte of 0.55 mol l-1 NaCl was measured, followed by the sample alone, and with and with standard additions of T-X-100 to final concentrations of 0.1, 0.2, 0.3 mg l-1; one potential scan was conducted per addition. Three to four replicate aliquot samples were measured, resulting in relative standard deviations below 6%, with SA calculated from a blank electrolyte corrected regression line (SA T-X-100 eq. = intercept (μA) / slope (μA / T-X-100 mg l-1). This results in a reduced matrix effect and precludes a need to adjust the sample salinity ([Sander and Henze, 1997](#_ENREF_38); [Wurl et al., 2011](#_ENREF_46)).

On automated HMDE electrodes Hg drop production is controlled by compressed N2 (~1 bar). To ensure stable and uniform size drops for a consistent surface area for surfactant adsorption, stable N2 pressure is maintained throughout. With the manual HMDE electrode used by RBI, N2 gas is not required because the Hg drop size is set manually at the start of the analysis using a graduated scale and reproduced by manual operation throughout. The automated and manual instruments both require recalibration if the factors affecting the size of the Hg drop are altered in any way. During analysis, following the extrusion of a few Hg drops, a fresh, stable Hg drop is produced for each measurement. After each analysis the used drop falls to the bottom of the measurement cell; hence a ‘slug’ of waste Hg accumulates until the cell contents are discarded. In the ICBM internal calibration method this ‘slug’ is discarded at the end of each sample analysis and calibration. During the RBI (and NU2) external calibration method, waste Hg was discarded following the analysis of each discrete calibration standard. By contrast, Hg waste accumulates during the NU1 method until all the standard additions required to generate an adsorption isotherm are completed.

*Data Analysis*

The results of the SA analyses for all 42 samples from each of the three participating laboratories were collated and statistically analysed, with the null hypothesis that there were no significant differences between SA values produced by the three participating laboratories, by the different instruments and by the contrasting calibration methods (five datasets in total). Shapiro-Wilk tests (Table S.2, supplementary information) showed the data to be normally distributed for NU1 (p = 0.212) and NU2 (p = 0.227), but not normally distributed for ICBM, RBI1 and RBI2 (p < 0.001 for all). All data were therefore analysed in a consistent way, using non-parametric Kruskall-Wallis and Dunn-Bonferroni post-hoc tests. These were carried out on the whole data set and on the individual Sample Groups (i.e. 1 to 4), for all four instruments and all three calibration protocols. Surfactant Enrichment Factors (EF = SASML/SASSW) were calculated from the Sample Group 1 (SML) and Sample Group 2 (SSW) data obtained from each dataset and compared.

**Results**

Figure 3 shows SA (mg l-1 T-X-100 eq.) for all samples, instruments and calibration methods and Table 3 gives the median, mean and range of all data, collated and split by Sample Group. Detailed discussion of the spatial and temporal patterns in SA is beyond the scope of this study and will be presented in future publications arising from the MILAN experiment. However, to briefly summarise, all three laboratories identified consistent trends in SA. For Sample Group 1 (SML) SA was highest for SML07 and SML08 and for Sample Group 2 (SSW) SA was highest for SSW03. For Sample Group 3, results from all participants indicated lowest SA in harbour samples, elevated levels in pool samples, and highest SA values in the aquarium samples. For Sample Group 4 (beach shoreline) all three laboratories found a decrease in SA between Beach01 and Beach02, and a general increase between Beach02 and Beach08. General agreement in overall SA trends among laboratories was therefore apparent although reported SA eq. T-X-100 (mg l-1) showed differences between instruments and calibration methods used.

RBI2 reported the largest range in SA: 0.20-1.51 mg l-1 T-X-100 eq. For RBI1 and ICBM the ranges in SA were similar: 0.05-0.81 and 0.18-1.04 mg l-1 T-X-100 eq. respectively. Dunn-Bonferroni post hoc tests showed no significant difference between the ICBM, RBI1 and RBI2 data sets (p = 1.000 for all; Table S.3, supplementary information), hence the null hypothesis was accepted for these comparisons. The NU2, followed by NU1, data consistently showed the lowest median, mean and range of all laboratories (Table 3). Both the NU1 and NU2 calibration curves were strongly linear (R2 = 0.99 for both; Table 2), but they showed different slope factors: 7.57 μA/T-X-100 mg l-1 for NU1 and 11.24 μA/T-X-100 mg l-1 for NU2. Consequently, the range, median and mean in SA determined following the NU1 protocol exceed those obtained via NU2 by factors of 1.28, 1.27 and 1.26 respectively (Table 4). Even so, this difference was not found to be significant (Dunn-Bonferroni, p = 0.062). Both NU1 and NU2 datasets were significantly different (lower) to all ICBM, RB1 and RBI2 datasets (Dunn-Bonferroni, p < 0.001 for all). Differences in the medians, means and ranges among the three laboratories, for the whole data set and for data split by Sample Group, are summarised in Table 4. The full results of the statistical tests are summarised in the supplementary information (Tables S.2 and S.3).

With the data split by Sample Group, the lowest range for all datasets is Sample Group 2 followed by Sample Group 1 (Table 3). The greatest range for ICBM, NU1 and NU2 was found in Sample Group 3, while for RBI1 and RBI2 it was Sample Group 4. Sample Group 3 was the only group to comprise of samples from a range of contrasting sampling locations, and the three participating laboratories diluted these samples to varying degrees. All of Sample Group 3 required dilution at NU; Pool01, Pool02(A-C) and Aquarium(A-C) required dilution at RBI, while no dilution was required for any ICBM Sample Group 3 replicates. Dunn-Bonferroni post hoc tests showed no significant difference between ICBM, RBI1 and RBI2 with the data split by Sample Group for all comparisons, except for ICBM and RBI2 in Sample Group 2 (p = 0.012; Table S.3, supplementary information). Results of comparisons involving the NU1 and NU2 data were not consistent across Samples Groups or laboratory comparisons. No significant difference was found between NU1 and NU2 for Sample Groups 2, 3 and 4. NU1 was not significantly different from ICBM (Sample Group 1), RBI1 (Sample Groups 1, 3 and 4) and RBI2 (Sample Groups 1, 2 and 4). However, NU2 was found to be not significantly different from ICBM (Sample Group 2) only.

SA EFs calculated from Sample Group 1 (SML) and 2 (SSW) data for all laboratories are shown in Table 5. The root mean square error (± one standard deviation) between EF determinations by individual laboratories was 0.156 ± 0. 226 (n=45; Table S.4, supplementary information), showing that EFs largely agreed between laboratories. However due to all calculated EF values being close to 1.0 there was some disagreement as to whether SML samples were enriched in SA (i.e. EF > 1). NU1 and NU2 both found the same six samples to be enriched; there was little (0.1, Sample 2) to no difference between the NU1 and NU2 EFs which were calculated from datasets produced from the two different calibration curves shown in Figure 2. ICBM found five SML samples to be enriched. RBI1 found Sample 8 only to be enriched, whereas RBI2 indicated enrichment in Samples 1 and 7. Samples 5 and 9 were the only samples where EF < 1 for all laboratories, instruments and calibration methods. Mean inter-laboratory EFs indicated SML enrichment in three samples, with the lowest mean EF of 0.9 for all remaining six samples.

**Discussion**

In this first (to our knowledge) inter-comparison of different SAS analysis methods, no significant differences in SA (Dunn-Bonferroni, p = 1.000) were found between two of the three laboratories involved (ICBM and RBI: instruments 1 and 2). These results suggest that comparable results can be produced with automated or manual Hg drop instrumentation, and with internal or external calibration methods. The ICBM internal calibration method allows each sample to be calibrated individually during measurement. This reduces the matrix effect and removes the need to adjust sample salinity ([Sander and Henze, 1997](#_ENREF_38); [Wurl et al., 2011](#_ENREF_46)) but it is more time intensive than the external calibration method. For a 30-s accumulation time, internal calibration allows up to 3 samples per hour to be analysed whereas external calibration allows ~10 samples per hour (including sample salinity adjustments). Additionally, an external calibration is required only once per sample set while all instrumental settings (e.g. N2 pressure, Hg drop size, method parameters etc.) remain constant. An external calibration using discrete calibration standards takes ~3 hours to complete independently of sample analyses (including the preparation of calibration standards). Taken together, SA determinations via external calibration will allow the processing of ~70 samples over a 10 hour period, compared to ~30 samples via internal calibration.

The systematic difference (slope factor difference = 33%) between the two external calibration methods (NU1 and RBI; NU2) translates to borderline evidence of no significant difference (Dunn-Bonferroni, p = 0.062) in SA when calculated from the same NU raw $∆I$ data. SA derived using standard additions (NU1) was consistently higher than with the discrete calibration standards (NU2), by a factor of 1.2-1.3 for range, median and mean. This reflects the accumulation of waste Hg in the bottom of the measurement cell during the NU1 calibration procedure, which provides an additional surface for surfactant adsorption that is not available under the NU2 calibration protocol. This additional pathway for T-X-100 adsorption lowers $∆Ic$ during the NU1 procedure, resulting in elevated SA estimates (Figure S.2, supplementary information). In addition, the NU1 procedure may cause over-stirring, as the convective action over the course of all standard addition measurements is greater than that of each individual calibration standard measurement during RBI protocol (NU2). Stirring accelerates adsorption of T-X-100 from the bulk sample to available interfacial boundaries ([Ćosović, 1990](#_ENREF_4)), including Hg surfaces, cell walls and the air-water interface. Ultimately, the experimental conditions for the RBI (NU2) protocol are the same as that of a single sample measurement and result in a more accurate calibration curve than that for NU1, for estimating SA using$ ∆Ic$. Fortunately, the difference between the NU1 and NU2 calibrations is consistent, enabling the application of a slope factor correction to existing data sets generated with the NU1 procedure. Notably, SA data produced using these calibrations only minimally affected the EF values derived, the root mean square error (± one standard deviation) being 0.15 ± 0.23 for all data between all laboratories, instruments and calibration methods. Nevertheless, we recommend that for consistency into the future, the RBI (NU2) discrete calibration protocol is followed when using external calibration.

A consistent accumulation time (30 s) throughout this study necessitated some sample dilution. This follows [Ćosović and Vojvodić (1998)](#_ENREF_8), who advocate sample dilution when SA is high enough to cause saturation of the Hg surface with SAS during sample analysis. The surface area of the Hg drop ultimately dictates when and by how much a sample requires dilution; the smaller the surface area the more rapidly surface saturation will occur. This is evidenced by the difference in surface areas of the Hg drops for the four instruments used (Table 1: ICBM > RBI1 > RBI2 > NU), and the resulting dilutions required for Sample Group 3; NU diluted all samples, RBI diluted three samples and ICBM diluted none. Sample dilution introduces some uncertainty into the data, which reflects the kinetics of SAS adsorption. In the complex mix of SAS in a typical seawater sample, individual compounds compete for adsorption sites on the electrode ([Ćosović, 1990](#_ENREF_4)). In dilute solutions the low concentration of strongly adsorbable SAS will displace any initially adsorbed higher concentration of less adsorbable SAS through diffusion ([Ćosović, 1990](#_ENREF_4); [Fainerman et al., 2010](#_ENREF_12)). SAS adsorption at the electrode surface and the resulting change in capacity current ($∆I$c) are determined by the specific concentration and properties of the individual SAS in solution ([Ćosović, 1990](#_ENREF_4)), which could vary with the extent of dilutions. When possible, sample dilution should therefore be avoided, and an alternative accumulation time used (and calibrated for). If dilution is the only option a series of dilutions should be carried out to ensure linearity over the concentration range of the calibration curve for the specified accumulation time employed. Once the appropriate dilution factor is determined, best practice would be to apply the same dilution factor to all samples of the corresponding sample set.

Caution is also advised when making repeated measurements on the same sample. NU routinely conduct five duplicate potential scans on one sample aliquot, where a < 1% difference between $I$ at -0.6 V translates to a < 6% difference in calculated SA for undiluted samples. However, using three random samples in this study, RBI detected a 15-20% SAS loss when transferring the same sample solution from one cell (automated; RBI2) to another (manual; RBI1), possibly due to SAS loss on the measurement cell walls and/or Hg drop waste. Ideally, replicate aliquot samples should be used if numerous measurements necessitate sample transfer, as once analysis is complete samples should not be reprocessed.

Differences in sampling methods between Sample Groups likely contributed some variability to the SA data. Sample Groups 1 and 2 were autonomously collected directly into 20 l carboys at the sampling location and later split by hand into replicate sample bottles, whereas Sample Groups 3 and 4 were collected by hand directly into replicate sample bottles at each sampling location. This methodological difference may be reflected in the fact that the lowest ranges in SA were reported for all laboratories for Sample Groups 1 and 2. Instrument specific factors such as Hg drop surface area, stirring speed, AC voltage frequency and electrochemical cell volumes, have not been accounted for but they could feasibly contribute additional data variability.

SAS concentrations were significantly lower in both NU1 and NU2 (Dunn-Bonferroni, p < 0.001 for all) than in ICBM, RBI1 and RBI2. This difference could, at least in part, be explained by differences in sample storage and freeze/thaw degradation. For this inter-comparison study simultaneous sampling, freezing and pre-measurement thawing protocols were implemented. However, transport times for frozen samples differed between laboratories (ICBM, 0-h; NU, ~24-h; RBI, ~16-h). Sample transfer to NU took the longest time, and upon arrival, partial to full thaw of all samples was noted before they were again frozen at -20 °C. Freeze/thaw is not without detrimental effects to SAS components. [Schneider-Zapp et al. (2013)](#_ENREF_39) found an increase in estuarine SA and CDOM following one -20 °C freeze/thaw cycle of 0.2 μm (surfactant free cellulose acetate) filtered riverine and estuarine water, relative to unfiltered replicates stored at 4 °C for 7, 14 and 28 days. [Spencer et al. (2010)](#_ENREF_40) found changes in DOC, CDOM and fDOM to be less than ±2% following freeze/thaw of 0.7 μm (GF/F) filtered freshwater samples. For unfiltered freshwater samples however, [Hudson et al. (2009)](#_ENREF_23) reported sample specific decreases in the fluorescence intensity over five successive freeze/thaw cycles. Changes during storage cannot be easily predicted and are dictated by initial SAS content and probably the overall sample composition (e.g. CDOM, fDOM; Schneider-Zapp et al., 2013). It is therefore likely that the additional freeze/thaw cycle experienced by the unfiltered NU samples initiated their degradation to variable degrees relative to the unfiltered ICBM and RBI samples.

It is common practise to treat natural water samples in preparation for storage prior to analysis. Previous studies have stored filtered natural water samples in the dark at -20 ⁰C before defrosting overnight prior to the analysis of components such as CDOM, fDOM and dissolved organic carbon (DOC) (e.g. [Gao et al., 2010](#_ENREF_15); [Spencer et al., 2010](#_ENREF_40)). Acidification of filtered DOC samples prior to frozen storage is also routine (e.g. [Norman and Thomas, 2014](#_ENREF_29); [Tupas et al., 1994](#_ENREF_42)). [Schneider-Zapp et al. (2013](#_ENREF_32)), however, found pre-treatment (e.g. filtration and/or poisoning with formalin, silver nitrate or mercuric chloride) of SML samples to significantly modify SA and CDOM. Within the logistical constraints of this experiment, freezing the unfiltered and untreated samples was the best available storage method to ensure simultaneous analysis of all samples across laboratories and enable comparison of the analytical procedures.

When the split data were statistically analysed by Sample Group, the NU1 data were inconsistently identified as not significantly different from ICBM, RBI1 and RBI2 data (Table S.3, supplementary information). While only one difference with NU2 data was found not to be significant (ICBM, Sample Group 2), notwithstanding the freeze/thaw degradation of NU samples this was plausibly due to the NU1 method overestimating SA (as discussed above), therefore partly compensating freeze/thaw losses. The ICBM, RBI1 and RBI2 data sets split by Sample Group were not significantly different from each other (Dunn-Bonferroni, p = 1.000 for all comparisons), except for ICBM and RBI2 in Sample Group 2 (Dunn-Bonferroni, p = 0.012). This overall consistency lends confidence to the comparison of SA data derived via these differing analytical protocols in the literature (e.g. [Frka et al., 2009](#_ENREF_14); [Pereira et al., 2016](#_ENREF_34); [Sabbaghzadeh et al., 2017](#_ENREF_36); [Wurl et al., 2011](#_ENREF_46)), provided that sample degradation is minimised by following the storage advice of [Schneider-Zapp et al. (2013)](#_ENREF_39) and that discrete calibration standards are used in external calibrations. Irrespective of this, the EF values derived in this study are internally consistent and thus evidently are robust. As such they can be used with some confidence to quantify SAS partitioning into the microlayer and consequently, to evaluate the potential role of SML SAS in global-scale biogeochemical processes ([Sabbaghzadeh et al., 2017](#_ENREF_36); [Wurl et al., 2011](#_ENREF_46)).

**Conclusions**

We carried out the first inter-laboratory comparison of SAS analysis in replicate seawater samples, using four different instruments, with three different laboratory protocols and calibration methods. The results were not significantly different between laboratories or instruments, except where freeze/thaw degradation is likely to have occurred. Within the logistical constraints of this inter-comparison, freezing the unfiltered and untreated samples was the best available storage method to ensure simultaneous analysis of all samples across laboratories and to allow a valid comparison of methods. For any future work aiming to derive high quality SA data, until a reliable preservation protocol is established we do not advocate sample storage at -20 °C. Rather, we recommend protocols outlined by Schneider-Zapp et al. (2013): for short-term storage SAS samples should be unfiltered, untreated, kept in the dark at 4 ⁰C and measured within 24-48 hours of collection. For the accurate quantification of SA in situ, especially in remote locations for which sample transit times may be considerable, real-time field measurements (e.g. Sabbaghzadeh et al., 2017), remain the only realistic option. The operating procedure we advise for SA quantification is that of [Ćosović and Vojvodić (1998)](#_ENREF_8), using alternating current out-of-phase voltammetry with a hanging mercury drop electrode. Comparable data can be produced by both internal ([Sander and Henze, 1997](#_ENREF_38)) and external ([Ćosović and Vojvodić, 1998](#_ENREF_8)) calibration methods. An external calibration is ultimately the most time efficient, but an internal calibration reduces matrix effects; when an external calibration method is used, it should be carried out with discrete calibration standards. Even if SA measurements show some disagreement between studies, our evidence is that EF values will nevertheless be more robust.
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|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | **ICBM** | **NU** | **RBI1** | **RBI2** |
| Hg drop area (cm2) | 0.05600 | 0.00392 | 0.01245 | 0.00520 |
| Stirrer speed (rpm) | 2000 | 1000 | 2000 | 3000 |
| Start potential (V) | -0.6 | -0.6 | -0.6 | -0.6 |
| End potential (V) | -0.9 | -1.0 | -1.85 | -1.85 |
| Step potential (V) | - | 0.010 | 0.0201 | 0.0201 |
| Amplitude (Vrms) | 0.01 | 0.01 | 0.01 | 0.01 |
| Modulation time (s) | 0.28 | 0.05 | 0.21 | 0.21 |
| Frequency (Hz) | 75.00 | 75.00 | 77.35 | 77.35 |
| Phase angle (deg) | 90 | 90 | 90 | 90 |

**Table 1.**

Settings for all four instruments used in the three participating laboratories; all instruments were phase-sensitive in out-of-phase mode and used a hanging mercury drop working electrode (HMDE).

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | **NU1** | **NU2** | **RBI1** | **RBI2** |
| R2 | 0.9994 | 0.9940 | 0.9894 | 0.9960 |
| Calibration equation | $∆Ic$ = 0.7567*TX*-0.0200 | $∆Ic$ = 1.1243*TX*-0.0153 | $∆Ic$ = 0.616*TX*+0.0252 | $∆Ic$= 1.9998*TX*+0.0240 |
| Linear Range (*TX*) | 0.025-0.648 | 0.020-0.330 | 0.020-0.550 | 0.022-0.280 |
| LOD (*TX*) | 0.025 | 0.020 | 0.020 | 0.022 |

**Table 2.**

External calibration parameters used in the Newcastle University (NU) and Ruđer Bošković Institute (RBI) laboratories. Calibration variables are the capacity current of the calibration solution measured at -0.6 V relative to the blank electrolyte ($∆Ic$: μA) and T-X-100 concentration (*TX*: mg l-1).

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  | Mean  | ± SE | Median  | ± SD | Min. | Max. | Range |
| ***All data (n = 42)*** |
| ICBM | 0.367 | 0.031 | 0.256 | 0.202 | 0.180 | 1.040 | 0.860 |
| NU1 | 0.199 | 0.008 | 0.206 | 0.054 | 0.082 | 0.309 | 0.227 |
| NU2 | 0.158 | 0.006 | 0.162 | 0.041 | 0.069 | 0.246 | 0.177 |
| RBI1 | 0.344 | 0.024 | 0.290 | 0.157 | 0.048 | 0.813 | 0.765 |
| RBI2 | 0.379 | 0.049 | 0.293 | 0.318 | 0.198 | 1.508 | 1.310 |
| ***Sample Group 1 (n = 13)*** |
| ICBM | 0.233 | 0.018 | 0.210 | 0.064 | 0.183 | 0.426 | 0.243 |
| NU1 | 0.214 | 0.008 | 0.207 | 0.028 | 0.178 | 0.270 | 0.092 |
| NU2 | 0.167 | 0.006 | 0.162 | 0.021 | 0.141 | 0.209 | 0.068 |
| RBI1 | 0.232 | 0.008 | 0.221 | 0.029 | 0.196 | 0.290 | 0.094 |
| RBI2 | 0.222 | 0.006 | 0.224 | 0.023 | 0.198 | 0.289 | 0.091 |
| ***Sample Group 2 (n = 9)*** |
| ICBM | 0.226 | 0.009 | 0.234 | 0.027 | 0.180 | 0.261 | 0.081 |
| NU1 | 0.220 | 0.005 | 0.219 | 0.016 | 0.202 | 0.251 | 0.049 |
| NU2 | 0.172 | 0.004 | 0.171 | 0.012 | 0.158 | 0.195 | 0.037 |
| RBI1 | 0.295 | 0.008 | 0.290 | 0.024 | 0.271 | 0.349 | 0.078 |
| RBI2 | 0.266 | 0.008 | 0.261 | 0.023 | 0.239 | 0.315 | 0.076 |
| ***Sample Group 3 (n = 10)*** |
| ICBM | 0.401 | 0.047 | 0.416 | 0.147 | 0.207 | 0.569 | 0.362 |
| NU1 | 0.161 | 0.020 | 0.183 | 0.062 | 0.082 | 0.258 | 0.176 |
| NU2 | 0.133 | 0.016 | 0.153 | 0.049 | 0.069 | 0.208 | 0.139 |
| RBI1 | 0.431 | 0.078 | 0.389 | 0.248 | 0.048 | 0.813 | 0.765 |
| RBI2 | 0.709 | 0.169 | 0.422 | 0.533 | 0.304 | 1.508 | 1.204 |
| ***Sample Group 4 (n = 10)*** |
| ICBM | 0.635 | 0.056 | 0.604 | 0.178 | 0.417 | 1.040 | 0.623 |
| NU1 | 0.199 | 0.024 | 0.162 | 0.076 | 0.113 | 0.309 | 0.196 |
| NU2 | 0.159 | 0.019 | 0.129 | 0.061 | 0.092 | 0.246 | 0.154 |
| RBI1 | 0.445 | 0.029 | 0.412 | 0.092 | 0.351 | 0.667 | 0.316 |
| RBI2 | 0.354 | 0.026 | 0.332 | 0.082 | 0.297 | 0.578 | 0.281 |

**Table 3.**

Mean (± standard error), median (± standard deviation), minimum, maximum and range for SA (mg l-1 T-X-100 eq.), showing SAS concentrations for all data (Sample Groups 1-4) and split by Sample Group, for all laboratories, calibration methods and instruments.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | ICBM | NU1 | NU2 | RBI1 |
|  | Mean | Median | Mean | Median | Mean | Median | Mean | Median |
| ***All data (n = 42)*** |
| NU1 | 1.86 | 1.24 | - | - | - | - | - | - |
| NU2 | 2.32 | 1.58 | 1.26 | 1.27 | - | - | - | - |
| RBI1 | 1.07 | 0.88 | 0.58 | 0.71 | 0.46 | 0.56 | - | - |
| RBI2 | 0.97 | 0.87 | 0.52 | 0.70 | 0.42 | 0.55 | 0.91 | 0.99 |

**Table 4.** Conversion factors in the mean, median and range of all data between laboratories, calibration methods and instruments.

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| Sample | ICBM | NU1 | NU2 | RBI1 | RBI2 | Mean ±$ σ$ |
| 1 | \* 1.3 | \* 1.1 | \* 1.1 | 0.8 | \* 1.0 | 1.1 ± 0.2 |
| 2 | \* 1.1 | 0.8 | 0.9 | 0.7 | 0.8 | 0.9 ± 0.1 |
| 3 | \* 1.1 | \* 1.0 | \* 1.0 | 0.6 | 0.7 | 0.9 ± 0.2 |
| 4 | \* 1.0 | \* 1.1 | \* 1.1 | 0.7 | 0.8 | 0.9 ± 0.2 |
| 5 | 0.9 | 0.9 | 0.9 | 0.9 | 0.8 | 0.9 ± 0.0 |
| 6 | 0.7 | \* 1.0 | \* 1.0 | 0.9 | 0.8 | 0.9 ± 0.1 |
| 7 | \* 1.7 |  \* 1.1 | \* 1.1 | 0.7 | \* 1.1 | 1.1 ± 0.3 |
| 8 | 0.9 | \* 1.1 | \* 1.1 | \* 1.0 | 0.9 | 1.0 ± 0.1 |
| 9 | 0.8 | 0.9 | 0.9 | 0.8 | 0.9 | 0.9 ± 0.0 |
| \* SML SAS enrichment |

**Table 5.** Enrichment factors (EFs) calculated from Sample Groups 1 (SML) and 2 (SSW) SA (mg l-1 T-X-100 eq.) for each of the three participating laboratories, and the inter-laboratory mean (± one standard deviation). EF$ \geq $1 signifies SML SAS enrichment and EF$ < $1 signifies depletion.

**Figure 1.**



**Figure 2.**



**Figure 3.**

