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ABSTRACT: 

The structure of the interfaces between silicon and silicon-oxide are responsible for proper functioning 

of MOSFET devices while defects in the interface can deteriorate this function and lead to theirs 

failure. In this paper we modeled this interface and characterized its defects and strain. MD simulations 

were used for reconstructing interfaces into a thermodynamically stable configuration. In all modeled 

interfaces, defects were found in form of three-coordinated silicon atom, five coordinated silicon atom, 

threefold-coordinated oxygen atom or displaced oxygen atom. Three-coordinated oxygen atom can be 
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created if dangling bonds on silicon are close enough. The structure and stability of three-coordinated 

silicon atoms (Pb defect) depend on the charge as well as on the electric field across the interface. The 

negatively charged Pb defect is the most stable one, but the electric field resulting from the interface 

reduces that stability. Interfaces with large differences in periodic constants of silicon and silicon oxide 

can be stabilized by buckling of silicon layer. Mechanical stress resulted from the interface between 

silicon and silicon oxide is greater in the silicon oxide layer. Ab-initio modeling of clusters representing 

silicon and silicon oxide shows about three time larger susceptibility to strain in silicon oxide than in 

silicon if exposed to the same deformation. 

 

Introduction 

 

Silicon is an intrinsic semiconductor which can be technologically produced in the most pure form as a 

single element. Its electronic properties can be fine-tuned in the wide range by intentional doping with 

specific elements.1 Moreover, surface-oxidation produces a silicon dioxide (SiO2); a stable and uniform 

material with large band gap, which can serve as a high quality insulator. Modern techniques succeed 

in producing precise, atomically flat surfaces of silicon1,2, covered with SiO2 layer, only several atomic 

layers thick.3  

These properties make silicon a unique element, suitable for building metal-oxide semiconductor 

field-effect transistor (MOSFET)4, a building-block device for explosive development of information 

and communication technologies in the several last decades. Therefore it makes the interface between 

silicon and SiO2 (Si-SiO2) technologically one of the most important atomic interfaces.5 Properties of 

MOSFET devices are greatly influenced by the Si-SiO2 interface since charged defects that might be 
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present there could significantly alter its properties, therefore understanding the structure and defects at 

Si-SiO2 interfaces is important for further development of electronic devices, especially with constant 

shrinking of the SiO2 thickness.4,6 While silicon, used in manufacture of electronic devices is 

crystalline, thermally grown SiO2 is amorphous6,7 and the interface is abrupt and smooth8. 

Nevertheless, there are indications about the ordered crystalline structure of the SiO2 close to the Si–

SiO2 interface.8-11 

At the interface region, there should be at least one layer of silicon atoms that are bonded both with 

oxygen and silicon atoms. These silicon atoms are in intermediate oxidation states (+1, +2, +3, 

depending on the number of oxygen atoms they are bound to).12,13 The presence of these silicon atoms 

with intermediate states is referred as a chemical stress14 while mismatch in periodic constants is a 

source of the mechanical stress.8,11,15,16 The interface layer is also found to be a source of structural 

defects that are electrically active and are responsible for degradation of performances of MOS devices 

upon exposure to high electrical currents or ionizing radiation. The most important one is the Pb 

defect.17-19 It is identified as a silicon atom with a dangling bond [Si(3)].15,20-22 The presence of this 

defect is easily identified with the EPR spectroscopy.23 Si(3) is amphoteric, i.e. it can be present in 

positive [Si(3)+], neutral [Si(3)0] and negative state [Si(3)-].24 Their population depend on their energy, 

relative to the Fermi level. Since only Si(3)0 is paramagnetic, only this species is detected in EPR 

spectra. Si(3)0 has an energy in the mid-gap, between valence and conductive bands of silicon. 

Increasing or lowering the Fermi level, extinguishes the EPR signal since Si(3)0 is being depopulated. 

According to Lenahan and Conley23, Si(3)+ has lower and Si(3)- has higher energy relative to Si(3)0. 

Despite tremendous importance and intensive studies on the interface between these two materials, 

there are still many unknowns in the structure of that interface. In our previous paper25, we took five 

models for the interfaces between the silicon [100] surface and different forms of silicon oxide and 
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challenged them by simulating an exposure to high temperatures and slowly cooling them down. 

Chosen temperatures were high enough to alter the bonding pattern in strained bonds at interfaces, but 

too low for melting either silicon or silicon oxide. The procedure of heating and slowly cooling was 

used in order to drive system toward the energetically more stable state. 

In this paper our aim is to characterize interfaces with other silicon surfaces ([110] and [111]) and 

investigate strain and defects that are the result of interfacing. Models for interfaces with Si[110] and 

Si[111] were created for β-cristobalite (βc) and β-quartz (βq) silicon oxide forms. 

 

Computational methods 

 

We used the Reax force field (ReaxFF)26 to model and characterize interfaces between Si [110] and 

[111] surfaces and different phases of crystalline and amorphous SiO2. While traditional force fields 

have restrictions on a very narrow part of potential energy surfaces, close to energy minima, the 

ReaxFF was designed to accurately describe geometries that are far from the equilibrium including 

processes such as bond breaking, molecular isomerization, change of atom coordination or change in 

molecular conformation. In this work, we used parameters, developed by van Duin at al.27,28 for silicon 

and silicon oxide systems (ReaxFFSiO). This force field was parameterized against accurate quantum 

chemical and periodic DFT calculations and can describe cases where oxygen and/or silicon is under- 

or over-coordinated or systems with silicon involved in double or triple bonds. The ability of the 

ReaxFFSiO force field to predict stability of polymorphs of SiO2 was also demonstrated.27 

Model systems were created by positioning a silicon slab against crystalline silicon oxide layers. 

Orthorhombic supercells of silicon and silicon oxide were obtained by cutting their lattices to the sizes 
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that have approximate match. Interfaces with Si[100] surfaces were the subject of our previous paper25, 

while interfaces with Si[110] and Si[111] are constructed de-novo. 

All layers were compressed or expanded along appropriate directions in order to achieve exact 

matching in the lattice constants of both silicon and silicon oxide. Silicon and/or silicon oxide layers 

were translated in directions perpendicular to the direction of stacking in order to achieve optimal 

bonding between layers. Periodic boundary conditions were applied during the process of translation in 

order to keep all atoms in the unit cell. Bonding is further adjusted by dislocating some atoms in the 

interface to optimal positions. If possible, the presence of unsatisfied valencies was eliminated by 

insertion of oxygen atoms. 

Such prepared systems were subjected to a series of geometry optimizations and low-temperature 

molecular dynamics (MD) simulations. Geometry optimization relaxes the system by reducing forces 

acting on atoms and low temperature MD simulations are used to relax system by changing unit cell 

parameters. After relaxation, the temperature of the silicon oxide layers was increased to 1000 K over 

15 ps. The temperature of 1000 K is too low for melting the silicon or any of silicon oxide forms 

considered, but is high enough for atom rearrangements to take place in the Si–SiO2 interface region. 

The MD simulation was performed on the system for 50 ps after which, the system was cooled for 

another 50 ps at the cooling rate of 1.94 1013 K s-1. Geometry optimization was performed on the final 

geometry. Periodic boundary conditions were applied in all three dimensions. The time integration step 

of 0.5 fs was used with the velocity-Verlet integrator in all MD steps. The temperature and the pressure 

were maintained with the Nose–Hoover thermostat/barostat. The pressure of 1 atmosphere was kept in 

all MD steps. All MD calculations were done with the LAMMPS program package. 

The interfaces between Si[100], Si[110] and Si[111] and amorphous SiO2 (aSiO2) are also 

constructed. The methodology for obtaining aSiO2-Si-aSiO2 systems is different from the methodology 
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used in construction interfaces between silicon and crystalline SiO2 (cSiO2).
29,30 First, the sample of 

amorphous SiO2 was constructed by simulation of heating the sample of β tridymite. β tridymite is 

chosen since it's density is close to the density of aSiO2.
30 The periodic constants of the unit cell were 

adjusted in order to exactly match the density of aSiO2 (2.20 g cm-1). The system was heated from 0 K 

to 3500 K over 5 ps. After that, the temperature of 3500 K was maintained for next 5 ps. In that period, 

atoms moved from their initial positions and mixed. The system was finally cooled from 3500 K to 10 

K and optimized. All calculations with amorphous SiO2 were conducted with constant temperature and 

volume conditions. Charges, used in the reax force field for calculation of energy were extracted in 

order to characterize atom bonding in the silicon–silicon oxide interfaces. The unit cell dimensions, 

silicon layer thickness and total number of atoms in unit cells are shown in Table 1 and ideal model 

interfaces are shown in figure 1. 

 

Table 1: Parameters of model systems used in simulations of Si-cSiO2 interfaces. All unit cells are 

orthorhombic. N is number of atoms in a unit cell; s is thickness of a silicon layer; Δx and Δy are 

mismatches in x and y directions. 

 

Silicon oxide 

(model) 

Silicon 

surface 

Unit cell size/Å N s/Å Δx 

(SiO2) 

Δy 

(SiO2) 

Δx (Si) Δy (Si) 

β crystoballite 

(cSiO2[110]A) 

[110] 30.40×30.40×34.28 2124 7.9 2.3% 3.8% -2.7% -7.3% 

β crystoballite 

(cSiO2[110]B) 

[110] 30.40×30.40×49.09 3024 8.2 2.2% 2.5% -9.1% -2.7% 

β quartz 

(qSiO2[110]A) 

[110] 22.17×18.46×29.80 864 7.9 0.05% 7.2% 4.1% -22.2% 
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β crystoballite 

(cSiO2[111]) 

[111] 30.40×20.27×36.48 1416 6.9 -0.2% -1.1% 0.6% 2.4% 

β quartz 

(qSiO2[111]A) 

[111] 34.12×20.36×41.32 2136 6.9 -9.3% -11.1% 0.8% -27.9% 

β quartz 

(qSiO2[111]B) 

[111] 30.31×23.19×40.81 2136 6.9 2.0% 4.4% -11.6% -12.3% 

β quartz 

(qSiO2[110]B) 

[110] 36.81×42.63×28.34 3200 7.5 7.4% 7.7% -13.4% -5.5% 

β quartz 

(qSiO2[110]C) 

[110] 44.34×36.99×29.55 3392 8.1 0.0% 7.9% 4.6% -17.8% 
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Figure 1. Model systems of the ideal interfaces between silicon and silicon oxide layers. a) 

cSiO2[110]A; b) cSiO2[110]B; c) qSiO2[110]A; d) qSiO2[110]B; e) qSiO2[110]C f) cSiO2[111]; g) 

qSiO2[111]A; h) qSiO2[111]B 

 

Interesting bonding motifs are characterized by isolation of the region in the model systems that 

contain the motif of interest, and all atoms that resulted in unsatisfied valencies by the process of 

cutting are satisfied by attaching hydrogen atoms. That isolated systems were first optimized on 

MP2/6-31G(d) level by freezing all atoms except the added hydrogen atoms. After that, the system was 

reoptimized with all atoms freezed except few atoms, involved in the structural motif of interest. The 

constraints, put by frozen atoms mimic the constraints, implied by a crystal lattice. The optimization on 

high-level ab-initio calculation was used in order to check bonding and structural motifs independently 

of ReaxFFSiO parameterization. These calculations were done by using GAMESS program package.31 

In order to quantify stress in silicon and silicon oxide slabs, the stress was calculated by using the 

definition of Daruka at al.32 from the forces obtained with ReaxFFSiO. In order to gain further insight in 

the nature of stress in interfaced systems, ab-initio calculations were made with molecular clusters, cut 

from the silicon and silicon oxide crystal lattices. These clusters are shown in figure 2. All frontier 
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atoms are decorated with hydrogen atoms in order to satisfy valencies on all atoms. Optimized 

structures were deformed (compressed/stretched) along z axis and gradients and energies were 

calculated on these deformed structures. Optimized structures are stretched and compressed up to 10 % 

along z axis. Silicon and cristobalite models were constrained to the C2v symmetry and the tridimyte 

model was constrained to two different symmetries: C3 and D3d respectively. These constraints don't 

allow large change in geometries during optimizations. Unfortunately, no small representation of the 

quartz structure could be made, that can be optimized into a structure still similar to the initial quartz 

structure.  

 

 
a) 

 
b) 

 
c) 

 
d) 

 

Figure 2. Modeled systems used in calculation of stress level caused by deformation. a) silicon; b) β-

cristobalite; c) β-tridymite-D3d constrained; d) β-tridymite-C3 constrained 

 

Results and discussion 

 

Different models for the interfaces between silicon surfaces and different forms of silicon oxide are 

created in order to characterize bonding in these interfaces and to check their stability. Unlike the 
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models with Si[100] surface25, all silicon atoms at the Si[110] and Si[111] surfaces have only one 

unsatisfied valency and in the case of Si[111] surface these atoms are separated by a relatively large 

distance, so oxygen atoms can't bridge them. Since oxygen atoms, that are inserted between silicon 

atoms in the first layer at the Si[100] surface lower the number of free valencies at Si[100] surface, the 

number of valencies available for bonding with SiO2 in Si[100] surface is lower than in Si[110] and 

Si[111] surfaces. That results in dangling bonds in Si[110] and Si[111] interfaces. In some models 

(cSiO2[110]B, qSiO2[110]B), dangling bonds were removed by inserting bridging oxygen atoms 

(Figure 1 b and c), however inserting a bridging oxygen atom, requires rearrangements in bonding 

which results in the strain in the systems. Also, inserting bridging oxygen atoms makes strained three- 

(Si-Si-O) and four-(Si-Si-Si-O) member rings. Therefore we considered both, the systems with (Figure 

1 b, c) and without (Figure 1 a, e) these bridging oxygen atoms. Unfortunately, there are models in 

which all atoms can't be valence-satisfied. 

As in our previous paper, we used β-quartz instead of it's more stable α form, since β-quartz is more 

stable at elevated temperatures33, that are used in simulations of thermal treatment. Simulations of 

thermal treatment of modeled systems were performed in order to change bonding in the interface 

region and the sequence of heating and annealing procedures was used to drive systems to the 

thermodynamically more stable state. In all systems, heat treatment didn't disrupt the structures of the 

silicon and the silicon oxide layers. The only difference between initial and annealed models is in 

dislocated oxygen atoms and in the bonding layout in the interface region.(figure 3) 
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Figure 3. The structures of the modeled interfaces after simulation of thermal treatment. a) 

cSiO2[110]A; b) cSiO2[110]B; c) qSiO2[110]A; d) qSiO2[110]B; e) qSiO2[110]C f) cSiO2[111]; g) 

qSiO2[111]A; h) qSiO2[111]B 

 

Unlike the case of interface between cristobalite and Si[100] surface25 no interface considered in this 

work, has been reorganized into the amorphous two-dimensional layer. However, two of the considered 

models have a significant mismatch in periodic constants between two layers. In one case 

(qSiO2[110]A) a mismatch creates buckling of the silicon layer that shapes the layer into a wavelike 

pattern. (Figure 4a) That buckling is caused by introduction of oxygen atoms at the surface of the 



12 

 

silicon layer and supported by the arrangement of atoms in the quartz layer. That arrangement pulls the 

silicon layer along the z coordinate in one direction, and on the other spot push the silicon layer into 

another direction. The another case is qSiO2[111]B, where a high strain between layers is supported by 

oxygen atoms that migrated from the surface of β-quartz to the surface of the silicon layer, where 

dangling bonds were present. In that case, oxygen atoms are migrating from the SiO2 layer, towards the 

dangling bonds, leaving Si-Si bonds behind. These oxygen atoms are inserted between silicon centers 

with unsatisfied valencies making one bond, that is the regular silicon-oxygen bond (about 1.8 Å) and 

two bonds that are strained (over 2.0 Å), partial bonds. (Figure 4b) Although silicon centers with 

dangling bonds are too far away for bridging by oxygen atoms, in strained systems that bridging is 

possible, although the bonds involved in bridging are elongated. 

 

a) 
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b) 

 

Figure 4. a) Buckling of silicon layer. Buckling is caused by compression from the oxygen atoms at 

the surface of silicon layer (horizontal arrows) and from pulling and pushing from the quartz layer 

(vertical arrows). b) Compression stabilization of the silicon layer, caused by displaced oxygen atoms. 

Displaced oxygen atoms are shown in blue color and partial bonds are shown as stippled cylinders. The 

atoms that are only partially involved in bridging the atoms in the silicon layer are depicted in light 

blue. 

In all interfaces, after simulation of thermal treatment, the reconstruction of the interfaces generates 

defects in form of three-coordinated [Si(3)] silicon atoms, (dangling bond)20-22,34-37 five coordinated 

silicon atoms (floating bond)38-40, threefold-coordinated oxygen atom41,42 or displaced oxygen atom42. 

The nature of three-coordinated oxygen atoms in the strained interface (figure 4b) is further analyzed 

on model molecules, taken from the interface. The detailed analysis of the bonding in that strained 

systems is done by searching for energy minimum among the geometries with different positions of 

displaced oxygen atom. The search for energy minimum is done by optimization with high-level ab-
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initio MP2/6-31G(d) calculations. All possible geometries where the oxygen atom makes bridges 

between silicon atoms are tried as potential candidates for the potential energy surface minimum, 

however all these geometries converged into the unique geometry (figure 5). 

 

Figure 5. The optimized model for interaction of oxygen atom with three dangling bonds. Bond 

lengths (in Ångströms) are shown next to the bonds, bond orders calculated with ReaxFFSiO are shown 

in parenthesis and bond orders, calculated according to Mayer definition, at MP2/6-31G(d) level are 

shown in square brackets. 

 

In this geometry, the oxygen atom is positioned asymmetrically between the three silicon atoms, so 

the bond lengths between them are different. The identical bonding pattern is obtained from the 

optimization by the ReaxFFSiO. The bonding pattern, obtained with the ab-initio calculations, also 

confirms the finding obtained by optimization with the ReaxFFSiO where the oxygen atom makes three 

bonds with three different bond orders. The large number of five-coordinated silicon atoms is the result 

of the parameterization of the ReaxFFSiO. The optimization of the small models with five coordinated 

Si atoms, taken from the ReaxFFSiO optimized interfaces, resulted in migration of oxygen atom into the 

Si-Si bond and in change in bonding pattern. (Figure 6) The end-result is a regular four-coordinated 

silicon atom. Therefore, this type of defect is an artifact of the ReaxFFSiO. Most of the five-coordinated 

silicon atoms are the result of interaction with oxygen atom over an elongated, partial bond. The sum of 
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all bond orders on silicon atom in Si(5) defect is about 4 since most of the bonds around that atom have 

partial character.  

 

a) 

 

b) 

 

Figure 6. The overcoordinated silicon atom at the interface of Si110 with cristobalite. a) geometry 

optimized by the ReaxFF; b) the same geometry optimized by MP2/6-31G(d). 

 

 

Figure 7. A model for Si(3) defect. The upper row shows atoms around Si(3), taken from the interface 

model and optimized with constraints; the lower row shows optimized tris(trimethylsilyl)silane without 

constraints. Charges of the models are shown next to it. 

 

The large number of Si(3) atoms (Pb centers) at interfaces with β-cristobalite is a consequence of the 

great number of unsatisfied valencies at the surface of silicon slab that couldn't be rebonded with 
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oxygen atom from the surface of β-cristobalite. All initial silicon atoms with dangling bonds are 

pyramidal, as in silicon crystal, but with one bond missing. Thermal treatment and optimizations by the 

ReaxFFSiO leaves that silicon atom in the pyramidal coordination, although thermal treatment deforms 

the coordination from the ideal pyramidal structure. 

The dangling bond in silicon layer can trap electrons or holes21,23 resulting in positive (Pb
+) or 

negative (Pb
-) charge. Weather Pb center is positive or negative, depends on the Fermi level. According 

to Lenahan and Conley23, the low Fermi level makes Si(3) unpopulated with electrons making it 

positive, Pb
+; in intermediate levels Pb center is populated with the single electron, and at the high 

Fermi level has two electrons and is negative: Pb
-. Unfortunately, the ReaxFFSiO was parameterized for 

a neutral silicon only27 and it can't describe Pb
+ and Pb

-. Therefore, the structure of Si(3) atom was also 

optimized inside a representative cluster (Si7H15) by using ab-initio calculations. The same clusters 

with the positive and negative charge were also optimized. The result is shown in figure 7. Silicon 

atoms with the positive charge tend to migrate toward the planar configuration, and silicon atom with 

the negative charge makes more sharped angle pyramid. Since the silicon atoms around the pyramidal 

atom were constrained, the geometries of modeled Si(3) defects on figure 7 could be the result of steric 

conditions coming from the bond-length of Si-Si bonds. Therefore, the geometries of 

tris(trimethylsilyl)silane radical (Si4H9) (figure 7, the lower row) were also optimized without 

constrictions in order to check the defect geometry in fully relaxed structures. The presented structures 

show the same trend as in the constrained structures (figures 7, the upper row), although the differences 

between the structures with different charges are much more pronounced. In the structure with the 

positive charge the Si(3) atom lies almost in the plane with three neighboring silicon atoms. In order to 

check whether this out-of-plain deviation is an artifact, caused by the insufficient geometry 

convergence threshold, the geometry was reoptimized with the threshold decreased by an order of 
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magnitude (10-5 Hr/Bohr for the largest component of gradient and 3.33 10-6 Hr/Bohr for RMS 

gradient). In separate calculation, the geometry of positively charged model for Si(3) atom is optimized 

from the initial geometry in which all silicon atoms lie in the plain. All mentioned calculations 

converged into a pyramidal geometry shown in figure 7. There is no significant difference between 

geometries of pyramidal three-coordinated silicon atoms in the interface, obtained by the ReaxFFSiO 

and the neutral three-coordinated silicon atom in constrained model molecule, optimized with MP2/6-

31G(d). In the negatively charged constrained model, Si-Si bonds are about the same length as in 

negative unconstrained models. Si-Si bonds tend to be shorter as charge increases toward positive 

values. The reason for this trend is a tendency of a three-coordinated silicon atom toward large-angle 

pyramidal structures. Since the base of pyramid is constrained, the large-angle pyramid is achieved by 

shortening Si-Si bonds. 

The relative energies of the calculated models show that the negatively charged structures are the 

most stable (Table 2). This makes the trend in energies: Si(3)- < Si(3)0 < Si(3)+ which is opposite from 

the trend published by Lenahan at al.23 Conclusions about the change of populations by Lenahan and 

Conley were drawn from EPR spectra and only a neutral form is EPR active, so there was no indication 

that Si(3)+ should be more stable than Si(3)0. Furthermore the same trend as ours is observed in 

calculations of Si(3) with interaction with oxygen atoms by Blochl43. 

 

Table 2: The geometrical parameters of three-coordinated silicon atoms, obtained with the 

ReaxFFSiO in the modeled interface and with MP2/6-31G(d) in model molecules. The geometrical 

parameters are: h: the pyramid height, rSi-Si: the silicon-silicon bond length; ΔE is the difference in 

energy with respect to the uncharged model. 

 

structure h/Å r
Si-Si

/Å ΔE/eV 
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Interface, 

ReaxFF
SiO

 

1.04* 2.30*  

Si7H15
+ 0.79* 2.20* 7.34* 

Si7H15
0 1.01* 2.29* 0 (reference) 

Si7H15
- 1.21* 2.38* -2.42* 

Si4H9
+ 0.10 2.38 6.94 

Si4H9
0 0.48 2.34 0 (reference) 

Si4H9
- 1.27 2.36 -1.74 

*the average value 

 

There are two uncertainties about the stabilities of Pb in Si-SiO2 interface. The first uncertainty is in 

the charge on Pb defect. The energies, calculated with ab-initio calculations are obtained from small 

models while real Pb centers are located on the much larger systems where the charge can be 

delocalized and effectively alter the charge on three-coordinated silicon atom. Nonetheless, it was 

shown44-46 that the charge can accumulate on defects at Si-SiO2 interface similarly as in localized 

models. The second uncertainty is in the electric field between silicon and silicon-oxide layers. The 

electronegativity of oxygen atoms in SiO2 layer withdraws the charge making that layer more negative 

than the silicon layer. The electric field is also contributed by local charges on three-coordinated Si 

atom and point charges within the SiO2 layer. The charges on the ideal Si-SiO2 interface were 

estimated from the electron-equilibration method and from ab-initio calculations on clusters to about 

0.01 Hr e-1 Bohr-1.47,48 In order to check the relative stability of three-coordinated silicon atoms in the 

electric field, we optimized models (Si7H15 and Si4H9) in the electric field with different strengths. As 

can be seen in figure 8, the differences in energy between charged and neutral Si7H15 decreases as 
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electric field increases. At the strongest field, used in calculations, differences in energy are still much 

larger than the differences in Fermi level where change in occupations of charged Pb defects was 

observed.23 That indicates that the charge in the defect is delocalized, and only partially on Si(3), 

making it effectively less charged and/or the strength of the electric field felt by Si(3) is stronger than 

the estimated value. Unfortunately, strong electric fields cause instability in SCF convergence, so 

calculations with stronger electric fields weren't done. 

 

 

Figure 8. The relative stability (ΔE) of positive [Si(3)+] and negative [Si(3)-] three-coordinated silicon 

with respect to the neutral form [Si(3)0] atom in modeled interfaces with respect to the electric field 

(E). 
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Figure 9. The stress in the layers of interfaced slabs of silicon and silicon-oxide. a) cSiO2[100]; b) 

cSiO2[110]A; c) cSiO2[110]B; d) cSiO2[111]; e) qSiO2[100]; f) qSiO2[110]A; g) qSiO2[110]B; h) 

qSiO2[110]C; i) qSiO2[111]A; j) qSiO2[111]B; k) tSiO2[100]cb; l) tSiO2[100]r; m) aSiO2[100]; n) 

aSiO2[110]; o) aSiO2[111] 

 

The color-coded root-mean-square stress tensor is shown in figure 9 for each atom in modeled 

systems. The Si[100]-cristobalite interface shows a very little stress.(Figure 9a) This result is in 

accordance with our previous results25 where bond lengths in this interface were found to be closest to 

the bond lengths in the ideal crystals. The bonding pattern in this interface is also found to be the most 
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disturbed among Si[100] interfaces. This interface is also more disturbed than any interface with 

crystalline silicon, considered in this paper. In most interfaces, the greatest strain is in the region of 

silicon oxide, next to the interface. (9 b, c, e, f, i, j) Further from the interface, level of strain drops. In 

interfaces with relatively large difference in lattice constants (figure 9 i, j, k, l), the greatest strain is 

located on Si-O bonds in the silicon-oxide layer that is oriented parallel to the interface. The exception 

is the interface between Si[111] and quartz where the silicon slab is buckled. (Figure 9f) In that 

interface the strain is greatest in the areas where oxygen atoms are inserted in the silicon surface. In 

that case, the dominant strain pattern in the silicon oxide layer is vertical with respect to the direction of 

the silicon slab since the bonding pattern between silicon and silicon oxide makes silicon slab bending. 

In tridymite-Si[100] (Figure 9 k, l) the greatest stress is on oxygen atoms, that are coordinated almost 

linearly, parallel to the interface. In that interface there is a significant mismatch (about 12%) in lattice 

constants of silicon and tridymite. 

In each system considered, the silicon layer is less stressed than silicon oxide layers, despite the 

relatively large stress values in some cases of silicon oxide. The difference in stress values in silicon 

and silicon oxides is analyzed on the model systems of silicon and silicon-oxide. The calculation of 

energy gradients on these modeled systems revealed that stretching or compressing a silicon slab 

results in much lower forces than applying the same deformations on silicon oxide slabs. Figure 10 

shows the energy gradient in the model clusters (Figure 2) (which is proportional to the stress), as a 

function of deformation. This explains a very low stress in silicon slabs sandwiched with silicon oxide 

layers. The large forces in deformed silicon-oxide are the consequence of much deeper and steeper 

potential well for dissociation of Si-O bond than potential well of the Si-Si bond.27 
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Figure 10. The energy gradients on the deformed model systems that represent silicon and silicon 

oxide crystals. Deformations are represented as a mean bond length (R) stretching (positive values) or 

compressing (negative values).  

 

The lowest stress is in the systems with amorphous SiO2. These systems don't have constraints in 

lattice constants as in cases of crystalline SiO2. Instead of a stress in preferred directions, a large stress 

in amorphous systems is localized on isolated atoms. On average, the stress is much lower in 

amorphous systems (under 8 Gpa) which is in accordance with calculations of Khalilov and al..49 

In our last article we used atom charges25 as a convenient method for determination of the position of 

silicon atoms with different oxidation states. Silicon atoms that are connected to more oxygen atoms 

(more positive oxidation number) have a more positive charge since oxygen atoms drain charge by the 

electronegativity effect. The charges of silicon atoms with particular oxidation number are given in 

table 3. The exact charges may vary from these values since deformations in the coordination sphere 

can also make an influence. This effect is pronounced in the cSiO2[110]A and the qSiO2[110]B 

interfaces (figure 11a and c) where the stress causes spreading of charges in the SiO2 layer. 

Furthermore, we showed that in the interface region of cristobalite and Si[100] there is no grouping of 

silicon atoms with the same oxidation number to the same z coordinate, indicating that the crystalline 
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order is disrupted.25 This amorphous order is confined only to the interface regions. Here, we repeated 

the analysis on the Si[110] and Si[111] interfaces with crystalline SiO2 as well as on the interfaces with 

amorphous SiO2. (Figure 11 and Figure S1 in supplement) 

 

 

a) 
 

b) 

 

c) 

 

d) 
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e) 

 

f) 

 

g) 

 

 

Figure 11. The atomic charges in the modeled systems; Atomic charges of silicon atoms are shown in 

blue color and oxygen charges in red color; a) cSiO2[110]A, b) qSiO2[110]A, c) qSiO2[110]B, d) 

qSiO2[111]A e) aSiO2[100], f) aSiO2[110], g) aSiO2[111]. 

 

All interfaces with crystalline SiO2 are well defined with distinctive layers of silicon atoms with 

different oxidation numbers. The structure of qSiO2[110]B is disrupted more than other interfaces with 
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Si[110] and Si[111] which is manifested in a larger spread of charges. In that case there is also a large 

deformation in silicon layer as can be seen from a large spread of atomic positions at the center of 

figure 11c. The deformation is also visible in figure 3d. The large spread of atomic positions caused 

merging of the layers occupied by atoms with oxidation number 0 and 1. Atomic charges at interfaces 

with aSiO2 show continuous change from 0 in silicon layer to about +1.6 e in aSiO2 layer. This is 

consistent with the charges we obtained in the case of interface cSiO2[100]25. Figures 11e-g indicate 

that there are silicon atoms in aSiO2 layer with oxidation number lower than +4. That is a consequence 

of stray Si-Si bonds in that layer. 

 

Table 3: Charges of silicon atoms in Si-SiO2 system with the different oxidation number. Charges 

are estimates since exact values can vary, depending on deformations in the coordination sphere. 

 

oxidation number charge 

0 0 

+1 0.3 

+2 0.8 

+3 1.1 

+4 1.6 

 

 

Conclusion 

 

The analysis of bonding patterns in models of interfaces with Si[110] and Si[111] surfaces with 

different forms of silicon oxide have shown that a large number of dangling bonds can produce three-
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coordinated oxygen atoms with partial bond orders. These three-coordinated oxygen atoms are the 

result of a strained system since the oxygen atoms couldn't bridge silicon atoms otherwise. Introducing 

the bridging oxygen atoms at the quartz-Si[110] interface can reduce the stress at the interface by 

buckling of the silicon layer. Defects in form of three-coordinated silicon atoms, analyzed on small 

modeled systems are most stable as negatively charged. Introduction of the electric field, caused by the 

interface, reduces the stability of negatively charged three-coordinated silicon atom. The stress in the 

Si-SiO2 systems is mostly contained in SiO2 layer. In systems with a large mismatch in periodic 

constants, where bonding in SiO2 layer is parallel to the interface, the stress is significantly contributed 

by these bonds. In system where silicon layer is buckled, the greatest stress is near the oxygen atom 

that caused buckling. The analysis of susceptibility for stress showed that silicon has lower stress than 

silicon-oxide if put under the same strain. Calculation of charges of silicon atoms showed that none of 

interfaces between crystalline silicon and crystalline SiO2 show disorder in positions of silicon atoms 

with the same oxidation number as in interfaces with aSiO2. 
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