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INTRODUCTION

When translating texts from specialized technical domains such as medicine, finance, or law, it is important to translate technical
terms accurately and consistently. To this end, the translation systems can be provided with an existing list of terms and their
translations. While the LLMs have emerged as state-of-the-art models for machine translation (MT), they are rarely evaluated on
specialized domains that require strict adherence to terminology. The goal of the WMT25 Terminology Translation Task is to
determine how well do the modern MT systems tackle this challenge.

TASK OBJECTIVES

WMT25 Terminology Task datasets are divided into Trackl and Track?, Our goal was to propose a resource-efficient
consisting of texts from the Information technology and financial solution based on smaller instruction- and
domains, respectively. Trackl datasets contain paragraph-level texts and reasoning-capable multilingual LLMs with open
cover en-de, en-es, and en-ru language pairs. Track?2 datasets contain weights, embedded Iin an agentic workflow for
long documents with document-level terminology mappings and cover performance improvement. We hypothesize that
en-zh and zh-en pairs. Predefined source»translation term mappings such a workflow could lead to solid performance
are Included in the datasets and they come Iin two flavors: "proper" for a number of Ilanguage pairs, as the
terminologies covering technical terms, and "random" terminologies with multilinguality of modern LLMs facilitates
random words. The idea Is to measure the influence of predefined translation, and their Instruction-following
terminology on system performance. For the same reason, an additional capabillities enable the implementation of complex
"no terminology" setup is included in the task. terminology- and revision-related instructions.
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